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And out into the world they go … research on the international stage 

The Leader in the July/August issue of the South African Journal of 
Science reflected briefly on the loss of senior university managers who 
have left the local system to take up leading positions in universities 
elsewhere in the world. The Leader mentioned that this has also been 
true of scientists and scholars – and in this Leader we reflect on a 
different aspect of internationalisation – changes in patterns of research 
output and cooperation. 

To do so, the Leader relies substantially on the June 2018 issue 
of SciBytes1, published by the DST-NRF Centre of Excellence in 
Scientometrics and Science, Technology and Innovation Policy 
(SciSTIP). The authors of the June issue, Prof. Johann Mouton and 
Dr  Jaco Blanckenberg, have granted permission to draw on their 
work here.

In making their calculations, the authors make use of the Web of Science 
database, and confine their assessment to South Africa’s publications 
in two categories: ‘articles’ and ‘review articles’. This means that they 
exclude documents such as books, book chapters and conference 
proceedings in their counts which are based on three indicators: 
(1)  publication output, (2) international collaboration and (3) citation 
visibility or impact.

In the 17-year period between 2000 and 2016, three major shifts have 
taken place in the nature of South African scientific publishing. First, 
research publications have not just increased (as might be expected) 
but increased significantly. Secondly, South African scientists have 
come to collaborate considerably more frequently with scientists and 
scholars internationally than before. Thirdly, the growth in South Africa’s 
publication output has taken place at the same time as there has been an 
increase in the visibility of our scientific papers.

South Africa’s publication output in the Web of Science has increased 
from 3668 publications in 2000 to 15 550 in 2016. This increase 
translates into an average annual growth rate of 2.9%. This growth has 
been such that South Africa’s share of world output more than doubled 
from 0.4% in 2000 to 0.91% in 2016. Not surprisingly, these results have 
translated into an improved position when comparing South Africa with 
other countries. As far as country rank is concerned, South Africa has 
improved its ranking in the world from position number 34 in 2000 to 28 
in 2016, despite obvious competition.

It is standard bibliometric practice to measure research collaboration by 
looking at patterns of co-authorship in scientific papers. The SciBytes 
report followed the same practice and specifically distinguished between 
four categories of collaboration:

•	 No collaboration (either single-authored articles or single-institu
tion authorship)

•	 National collaboration (multiple authors from more than one 
institution in South Africa)

•	 International collaboration with scientists from African countries 
only

•	 International collaboration with scientists from countries outside 
of Africa

The results (Figure 1) show a clear trend towards more international 
collaboration. This in itself is a desirable development as increased 
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international collaboration often translates into higher citation impact, 
increases in networks and access to more funding opportunities. 

Source: Mouton and Blanckenberg1

Figure 1:	 South Africa’s publication collaboration profile (2000–2016).

In 2000, about a third of South Africa’s papers involved co-authorship 
with at least one foreign author. By 2016, this proportion had increased 
to 50%. The increase in international collaboration has occurred at 
the ‘expense’ of national collaboration (which declined from 47% 
to 34% over the same period) as well as a clear decline in single-
authored publications. There is a small, but steady, trend of increasing 
collaboration with scientists and scholars in the rest of Africa: this 
proportion increased from a near-zero base in 2000 to 5% in 2016.

As for the third change, an increase in scientific output does not 
necessarily imply that such output is recognised by other scientists 
working in the same fields. So the question was asked as to whether 
or not the substantial growth in South Africa’s production of scientific 
papers translated to an increased visibility amongst scientists.

The visibility of science is partially captured by looking at the number 
of times research publications are cited in the publications of other 
researchers. Citation practices were normalised in order to allow for 
comparison. The resulting analyses show that the citation impact of 
South Africa’s scientific papers has increased steadily from 0.8 in 2000 
to 1.1 in 2016. This is a very positive result as a score of above 1 means 
that South Africa’s papers are, on average, being cited slightly more than 
all the papers in the fields in which we publish.

In short – the 17-year period saw a noteworthy increase in research 
publications; there has been a significant increase in internationally 
cooperative research and publishing; and papers involving South African 
scientists are being cited more frequently (as might be expected as a 
result of international cooperation) than previously. There is much to be 
pleased about and to support going forward.
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Professor Emeritus Claire Penn passed away peacefully on 21 July 2018 after a long illness. Claire dedicated 
a significant portion of her life – 44 years – to the University of the Witwatersrand. She received her degree in 
logopaedics (speech and hearing therapy) cum laude in 1972. 

Claire held the endowed chair of Speech Pathology and Audiology and was Director of the Health Communication 
Research Unit in the School of Human and Community Development at Wits University. She was the first A-rated 
scientist in the Faculty of Humanities. She had a strong international profile, served on the editorial board of 
a number of international journals, was a member of several international speech pathology organisations, 
and regularly delivered international invited keynote addresses. Claire published over 100 papers in local and 
international peer-reviewed scientific journals, 25 chapters and 4 books (including an extensive multi-volume 
dictionary on southern African signs). 

Claire was instrumental in the development of the field of health communication in South Africa. The merging of her 
lines of research afforded a rich and mutually beneficial interface with societal impact and recognition. Her research 
strongly suggested the need for an expanded role for the profession of speech-language therapy, both in national 
and international contexts. Her work also consistently demonstrated the major contribution that South  African 
research findings and methods and insights have to offer the global forum.

Claire was a recipient of a number of awards, including the Order of Mapungubwe (Silver) in 2007, for her ‘excellent 
contribution to the field of speech and language pathology, especially in the area of linguistics, sign language, child 
language, aphasia and head injury and producing ground-breaking research in understanding the complexities 
of human communication’. She was the winner of the Science & Technology category of the Shoprite/Checkers 
SABC2 Woman of the Year award in 2008 and the Department of Science and Technology Distinguished Woman 
Scientist award (academic excellence in Social Sciences or Humanities) in 2010. Claire was a member of the 
Academy of Science of South Africa.

Claire had a brilliant and curious mind; she had tremendous vision and a gift for seeing the big picture. She was 
ahead of her time in many ways – teaching contextually relevant ways of doing therapy and research right from 
the start of her career. Claire set high academic standards for herself and others. She built strong academic ties 
both locally and internationally. She broke through glass ceilings and fought for the place of women in academia. 
She was a fierce defender of ethical principles and patients’ rights, especially those patients marginalised by 
communication disorders and language barriers. She taught her students to be advocates and activists. Claire was 
never more at home than when sitting in a clinic somewhere in a rural setting, doing ethnography under a tree and 
interviewing patients, genuinely interested in improving their quality of life and care.

Claire will be remembered as an outstanding teacher, supervisor, researcher and mentor. She had great vision for the 
profession and she has inspired generations of speech therapists and audiologists. Many of those who were taught 
and mentored by Claire have gone on to become research and clinical leaders, both locally and internationally. 

Claire is survived by her partner, Martin Templer, and son, Adam Penn-Nicholson.

Photo: Joanne Neille
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Michael Gastrow is a member of the Education and Skills Development Programme of the Human Sciences 
Research Council (HSRC), with a special interest in public relations with science. The subject of his book is the 
manner in which the Square Kilometre Array (SKA) radio telescope has been presented to the South African public. 
Enjoying strong political support and as the most expensive scientific project to be constructed in the country, the 
SKA has been something of a media darling.

Although the international SKA project began in 2000 and construction has yet to start, the book confines itself 
to a very brief interval in its history, namely September 2011 to August 2012, during which time the decision was 
reached to site the instrument partly in the Karoo and partly in Western Australia.

The data for Gastrow’s thesis-like book comprise 174 articles from print and online media together with 1588 
tweets and 27 interviews. These form a rather small core of information that is examined from every conceivable 
angle. The interviews mentioned were with spokespersons for the government agencies involved, a mere seven 
science journalists, various managers, public relations people within the SKA project and relevant university staff. 

The placing of a scientific story in the print media by a science journalist is the result of a two-step process. 
Firstly, information has to be accumulated, usually by interaction with individual scientists and organisational 
spokespersons. The written article then must get over a serious hurdle which is the ‘gatekeeping’ that takes place 
in the newsroom: an editor must decide if a story is going to have enough impact to be worth publishing. Of course, 
tweeting in the electronic media is a less formal route but one that usually has less public impact.

Although the South African media have presented the SKA as a largely South African project, it is very much 
an international project, with its headquarters at Jodrell Bank in England. The competition, effectively between 
South Africa and Australia, over its location was easily the most interesting source of news stories so far as local 
editors were concerned – the leaked details of the penultimate decisions on this issue and the last minute politicking 
on how the split was to be made between the two countries provided plenty of grist for the editorial mills.

Various peripheral issues have, however, received relatively little attention in the press. The Astronomy Geographic 
Advantage Act (2007), strongly supported by the South African government, was a potential ‘hot potato’, 
impinging as it does on fracking interests and effectively banning cellphones and petrol-engined vehicles from the 
neighbourhood of the telescope. Local farmers and their workers have been vocal about their concerns and these 
concerns have had to be taken seriously. 

Why this particular project resonated so successfully with the ANC government is a question that has frequently 
been posed and is also considered here. Gastrow quotes the political scientist Keith Gottschalk who suggested at a 
symposium of the Astronomical Society of Southern Africa in 2005 that national prestige, the dignity of the African 
continent and black dignity itself were the considerations with the greatest political appeal. Other justifications 
frequently mentioned are the technological benefit that the development of the equipment will bring to the country 
and its aspect as a beacon to attract interest in science and engineering in future generations. This point of 
view echoes somewhat a widely quoted 1996 White Paper of the then Department of Arts, Culture, Science 
and Technology: 

Scientific endeavour is not purely utilitarian in its objectives and has important associated 
cultural and social values. It is also important to maintain a basic competence in ‘flagship’ 
sciences such as physics and astronomy for cultural reasons. Not to offer them would be 
to take a negative view of our future – the view that we are a second class nation, chained 
forever to the treadmill of feeding and clothing ourselves. 

The book is quite unusual from a scientist’s point of view, in that it is not concerned with the SKA per se, but rather 
with its treatment in the media. Strictly speaking, the construction of the SKA is not science, but an engineering 
exercise that is expected to yield a telescope with an unprecedented capability that may reasonably be expected 
to lead to new insights and discoveries in the fullness of time. Such outcomes have normally been the experience 
as telescopes of larger and larger diameters have been constructed, as also with more and more powerful 
particle accelerators.
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Globalisation has had an enormous impact on all who work or study in higher education today. Discourses 
constructing the role of universities as providers of the ‘knowledge workers’ needed to fuel the global economy 
have impacted on the expectations of students, on the curricula with which they engage, on the work of academic 
staff as well as on the ‘management teams’ that now make key decisions. Other discourses, associated with 
what is widely termed ‘New Public Management’, focus our attention on efficiency and accountability. Of course, 
state-funded universities need to be accountable and efficient, especially in a country like South Africa where 
the demands on the public purse are many and, often, desperate. Problems arise, however, when efficiency and 
accountability discourses lose sight of the fact that higher education involves human beings. When this happens, 
we focus on the ‘production of outputs’, where the term ‘output’ refers not only to artefacts such as publications in 
the form of journal articles and books but to the young people passing through our universities. 

In all this, Going to University, authored by Jenni Case, Delia Marshall, Sioux McKenna and Disa Mogashana, offers 
a very different understanding of what our universities can do and of the experiences of their students. The book 
does this through drawing on 73 in-depth interviews with students. All of the student participants in the study had 
entered one of three universities – the University of Cape Town, the University of the Western Cape or Rhodes 
University – in 2009. By the time the research project on which the book is based began in 2015, 6 years had 
passed. The vast majority of interviewed students had succeeded in attaining degrees. These were not always the 
degrees they had imagined when they enrolled and not always at the university at which they began their academic 
careers. Some had ‘dropped out’ – victims of the ‘attrition’ that causes so much alarm and which occupies many 
individuals, particularly ‘managers of teaching and learning, with finding solutions. However, what the book does, 
and what the ‘big data’ of cohort analyses never could do, is illuminate the richness of the experience of these 
individuals in a way which ultimately must give us hope and which offers a very different perspective on the gloomy 
picture most often presented of our higher education system. 

The problem of ‘attrition’, or ‘dropping out’, is often associated with concepts such as ‘wastage’. The book reveals 
very clearly that the lives of the young people participating in the study who dropped out of university certainly were 
not ‘wasted’. The interviews show that the experience of being in a university gave these young people confidence, 
allowed them to draw on networks they otherwise would not have accessed and, in cases in which they wanted to, 
the means to eventually complete a degree at another institution. 

Although the book is very accessible to a wide range of readers, it is not ‘light’ on theory. The authors draw on 
complex theory, more specifically the work of Archer1, in the design of their small-scale study based on in-depth 
interviews. While the use of this theory is rigorous, it is never intrusive to the reader, not least because details of 
the methodological approach are included as an appendix rather than as a chapter that ‘interrupts’ the stories. 
Some of the theory used to support analyses and explanations of the data – most notably in the area known as 
the ‘sociology of knowledge’ including, for example, the work of Bernstein2 and Maton3 – is notoriously difficult 
to access. However, the use of interview data to illuminate concepts (for example, that the way knowledge is 
structured in different disciplinary areas can make progress in the humanities different from that in the sciences), 
means that the book functions as an extremely useful resource for the increasing number of postgraduate students 
using this type of theoretical approach. 

Other merits notwithstanding, what makes the book especially significant at this time in our history is the hope it 
offers. This review began by pointing to the pessimism surrounding higher education in South Africa, a phenomenon 
which was arguably exacerbated by the student protests of 2015 and 2016. Although the protests elicited very 
negative reactions from many sectors, the protesters’ descriptions of their experiences in our universities as 
‘suffering’ has to make us think about what is going wrong and what is going right. Going to University shows us 
that we are getting some things right as well as what we could do to make things better. 

In the context of all the negativity around higher education, perhaps most important is the authors’ response to a 
question they ask at the end of the book: ‘What kind of people have we formed in our university graduates?’ 

Their response is that, according to their study, the young people who have been through our universities ‘…are 
independently minded and socially progressive. They are getting traction in their careers and they are acting with 
thoughtfulness and responsibility. They are thinkers and they mostly engage critically with the world and their place 
in society. Many are aware of inequalities in society and of their own experiences of privilege.’

Going to University is important reading for anyone who cares about higher education in South Africa. The fact that 
the book is published by African Minds and, thus, is open access is but one more reason for it to be read widely. 
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The publication of cohort studies tracking students’ performance has given rise to concerns about the efficiency 
of the South African higher education system at a number of levels. These studies, which began with Scott et al.’s1 
pioneering work in 2007 and which have continued with the CHE’s2 annual Vital Stats series, show that, regardless 
of the university at which they are enrolled, the subject area or the type of qualification for which they are registered, 
black South Africans fare less well than their white peers. At institutional levels, alarm at such observations is seen 
in efforts to manage success, throughput and drop-out rates through the appointment of key individuals such 
as deans and deputy vice chancellors responsible for teaching and learning. At a national level, concern about 
the performance of the system overall has led to the introduction of, first, Teaching Development Grants and, 
now, University Capacity Development Grants. Both of these mechanisms provide earmarked funding aimed at 
enhancing the quality of teaching and learning. 

Although practitioners working in what is often termed the ‘Academic Development Movement’ have long identified 
the centrality of the curriculum in efforts to improve teaching and learning,3 problematic ‘common sense’ tends 
to prevail with the result that curriculum reform is neglected at the expense of ad hoc initiatives which take place 
outside mainstream learning. 

This neglect is in spite of the fact that South Africa has been in a state of almost continuous curriculum reform 
for more than two decades. Curriculum reform in South Africa began with the registration of qualifications on the 
National Qualifications Framework (NQF) following the establishment of the South Africa Qualifications Authority in 
1995.4 At the same time as the requirement to register qualifications on the NQF arose, the country was engaging 
with the need to participate in the global economy after years of apartheid-related isolation. As Kraak5 points out, 
in the early 1990s, the South African labour movement was acutely aware of the need to engage with the global 
economy if even higher levels of unemployment were to be avoided. As a result, the unions were happy to endorse 
the development of vocationally oriented programmes in higher education in order to produce the ‘knowledge 
workers’ constructed as critical to participation in the global economy by dominant discourses.

Although the former ‘technikons’ had always offered vocational programmes, the thinking at the time when the 
need to register qualifications arose led to many traditional universities moving towards offerings with a stronger 
workplace focus. In some cases, this resulted in wide-scale reorganisation of academic departments into schools 
and other structures. The emergence of three distinct types of institution as a result of the processes leading 
to the National Plan for Higher Education6 in 2002 also meant that many more institutions moved towards the 
development of vocational programmes, particularly given the series of mergers and incorporations at that time 
which saw many ‘traditional’ universities merging with technikons to become ‘comprehensive universities’. 

The registration of qualifications on the NQF is dependent on the use of the ‘learning outcome’ as an organising 
principle. Learning outcomes describe what learners will be able to do upon completion of a programme of study 
and are typically expressed in terms of knowledge, skills and ‘attitudes’. The construct of the learning outcome 
thus means that a common language necessary for the functioning of the framework is available to describe 
qualifications as they are registered. 

Vocational programmes provide students with the knowledge necessary to address the learning outcomes around 
which they are designed. As a result of the focus on skills and the provision only of knowledge deemed necessary 
for a vocational area, mastery of a coherent body of disciplinary knowledge at undergraduate level has often 
become neglected in all but the few universities that continue to offer the general formative degree. These degrees 
allow students to engage with a number of different subject areas as they enter undergraduate study and to build 
coherent understandings of the ‘knowledge structures’ of the subjects they carry through to third year as ‘majors’. 

More than 20 years on from the time South African universities began to engage with the development of vocational 
programmes, the emergence of work produced in the field known as the ‘sociology of knowledge’, particularly that 
of Wheelahan7 and Maton8, challenges the thinking that has influenced curriculum reform in South Africa so heavily. 
These researchers argue that bodies of disciplinary knowledge are ‘powerful’ in that they allow knowers to move 
beyond the specific context for which they were trained, and for which they have mastered only the knowledge 
necessary to meet its demands, to other contexts. Critically, they argue that mastery of theoretical knowledge, 
often neglected in the focus on skills in outcomes-based approaches, allows knowers to imagine worlds that do 
not yet exist. Disciplinary knowledge, in the form of a cumulative ‘knowledge structure’, is thus seen as central to 
innovation and social change. Providing students with only the knowledge necessary to deal with problems in a 
specific context, as is the case in most vocational programmes, is seen to be particularly limiting given the pace at 
which the world of work is developing. Arguably, many of the jobs for which students have been trained in narrow 
vocational programmes will cease to exist before the end of their working lives. 

The book reviewed elsewhere in this issue, Case et al.’s9 Going to University, shows that the vocationally oriented 
programmes introduced at so many universities have another disadvantage, in that they ‘lock’ students into a 
specific programme of study. Much as a career in a particular area might have seemed attractive when students 
were applying to study at university, the realities of studying are often very different. As one student cited in the 
book notes, ‘I wanted to do astrophysics when I came here, I was intent on landing on the moon, but then you get 
here and realise that astrophysics is actually just physics’.
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Other students in the study underpinning the book found that they were 
suddenly ‘passionate’ about a subject they encountered in the course 
of their studies, possibly an area they knew nothing about when they 
were at school. One student, for example, initially wanted to do Clinical 
Psychology but then, ‘…got introduced into Biological Psychology and I 
fell in love and it was like, “Oh my goodness, I don’t want to do Clinical 
Psychology anymore”. I’m like over it.’

The curriculum structure of a general formative degree that allows 
students to engage with a range of subject areas before following two of 
these through as ‘majors’ means that students can redirect themselves 
in ways that draw on their interests or ‘passions’ if their original choices 
fail to meet their expectations. It is not difficult to see how studying 
a subject that a young person feels is truly interesting would have a 
positive effect on academic performance. 

Flexibility in the curriculum offers another critical advantage. In a tightly 
structured vocational programme, failing a course may mean that the 
student needs to repeat a year or even, if failures are repeated, to begin 
a completely new programme in order to attain a qualification. A flexible 
structure allows students to redirect themselves and find alternative 
routes through the curriculum without necessarily taking extra time. 

In spite of the wealth of research demonstrating its centrality, the curri
culum itself tends to be neglected as a means of enhancing teaching 
and learning. The most recent round of curriculum reforms following 
the publication of the Higher Education Qualifications Sub-Framework10 
in 2013 have arguably led to little more than technical adjustments to 
curricula as institutions comply with the requirements of the framework 
rather than to considerations of the way curricula could impact more 
positively on students’ experiences and, thus, to the performance of the 
system overall. 

It is also enormously disappointing that alternatives to the ‘vocational 
route’ to the LLB qualification have been ignored in the recent CHE 
reaccreditation processes. Many students come into our universities 
thinking they want to become lawyers, or under pressure from families 
to become lawyers. They then often find that law is not for them, either 
because they fail or because the abstract study of the law in the early 
undergraduate years, that forms the basis for the more practice-based 
work that comes later, is something other than what they imagined. A 
route towards an LLB that consists of a 3-year general formative degree 
with the 2-year professional ‘top up’ of the law degree itself allows such 
students to find other pathways to a qualification and a career and, often, 
their passion along the way, if things go wrong. The emphasis on the 
4-year LLB in the CHE accreditation processes thus has the potential to 
impact on the aspirations of many students to achieve a qualification if 
they do indeed find the law is not for them. 

Curriculum reform aimed at enhancing teaching and learning could 
mean more than acknowledging the disadvantages of narrowly focused 
vocational routes. Universities have had ‘Extended Programmes with 
an Integrated Phase’ since the introduction of Foundation Programme 
Grants by the DHET11 in 2004. These programmes allow for the insertion 
of up to 120 additional ‘developmental’ credits in a regular accredited 
programme, which is then ‘extended’ by up to a year in order to allow 
for the extra tuition and study. Developmental credits do not count 
towards the qualification associated with the programme into which 
they have been inserted. Rather, the intention is that they provide the 
support necessary for students to engage with the ‘regular’ credits it 
requires. The DHET policy11 allocating funding for the credits allows for 
these developmental credits to be inserted at any point in the extended 
programme, although the most common practice is to locate them within 
the first 2 years.

Over time, a number of course types have been developed in order to 
accommodate these credits. These are:

•	 Fully foundational courses in which all the learning is aimed at 
filling the gaps in knowledge deemed necessary as a basis for 
tertiary study.

•	 Extended courses in which the time taken to complete a course 
is doubled to allow for the insertion of development credits. This 

might mean that a semester long course is run over an entire year 
with extra tuition being offered within the course.

•	 Augmented courses in which additional material is inserted into 
the regular course alongside the regular tuition time needed to 
complete it. This means that a semester course, offering, say, four 
contact periods per week, would continue to run over the length of 
a semester but might offer six or eight contact periods to cover the 
developmental credits.

It is not difficult to see how courses in regular programmes with high 
failure rates could be adapted to draw on these course types. Often the 
courses with the highest failure rates are ‘gateway’ courses, so called 
because they must be passed if a student is to proceed further. In my 
university, for example, a first-year 15-credit course in Cell Biology is 
a ‘gateway’ to routes through the (already flexible, general formative) 
curriculum in the natural sciences. The failure rates in this course were 
higher than those of other courses. Using funding from the Teaching 
Development Grant and, now, the University Capacity Development 
Grant, the course was developed into an ‘augmented course’ and a 
specialist in the area with a particular interest in teaching and learning 
was employed to teach the developmental credits. Students were enrolled 
in the augmented course on the basis of identified risk and attendance 
at the additional sessions was made a requirement. The augmented Cell 
Biology course has demonstrated an improvement in success rates 
sufficient to convince the faculty that other courses should be similarly 
reformed.

In the same faculty, a first-year semester-long mathematics course has 
been developed into an ‘extended course’ that now runs over the entire 
year for students identified as being ‘at risk’ because of poor results in 
mathematics in the National Senior Certificate. Again, funding from the 
development grants has been used to pay for the additional tuition costs.

An increasing number of universities are now using ‘big data’ in the form 
of tracking mechanisms to identify areas of particular difficulty. All too 
often, however, and as indicated earlier, remedial measures intended 
to address problem areas focus on the provision of additional tutorials 
or other forms of intervention which are not formally curriculated. 
Reconsidering the curriculum structure in ways outlined above offers an 
alternative to this sort of approach based on sound research and theory.

Clearly, the use of the curriculum structure to enhance teaching and 
learning in order to improve performance has implications for the 
availability of academic advising. Career advising at school is often 
poor or non-existent. As a result, students choose universities and 
programmes based on popular perceptions of what a career might 
involve (law being a case in point) or which do not sufficiently take 
account of their own interests, strengths and weaknesses. Case et al.9 
show how participants in their study used advice provided by individuals 
they came across in the course of their studies in ways which often 
allowed them to survive and complete. Often, such advice was provided 
‘by chance’ by an individual. This individual may have been an academic 
who happened to make themselves available to students through an 
‘open door’ policy or generally friendly nature or, alternatively, someone 
students met who took a particular interest in them for one reason or 
another. Formal academic advising structures, which will allow students 
to make sense of their results and to plot a way forward either as 
they enter a university or as they progress through their studies when 
things are not going as expected, are an important means of enhancing 
performance, particularly in an institution in which attention has been 
paid to using the curriculum structure to improve teaching and learning.

In conclusion, therefore, curriculum restructuring offers an opportunity 
for those of us working in South African universities to make a real 
difference to our students’ chances of success. The curriculum is 
something that students need to follow. Optional initiatives are exactly 
that and are opportunities for learning that are often ignored by students 
under pressure, an observation made by those working in academic 
development12,13 as long ago as the 1980s. While we have been 
presented with the opportunities to rework curricula, we have not always 
made the most of these. Perhaps now is the time to do so.
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Despite a few victories in which biocontrol has contained some species of invasive alien woody plants, the war to 
contain alien invasions and to prevent them from threatening the exceptional plant diversity of the Cape Floristic 
Region is largely being lost.1-8 Indeed, these invading plants are estimated to be expanding their range at an average 
rate of 7% per year.9

Apart from releasing more biocontrols and trying to chop out the plants where feasible, are there any other options 
available? Perhaps inadvertent experiments have been performed by land managers which could provide insights 
into new ways of managing this alien woody scourge? In densely invaded landscapes, patches of land are on 
occasion encountered which are mysteriously free of the alien woody invaders. Have these patches been cleared 
meticulously by land managers, or are there other forces at play? Perhaps the soil conditions are not suitable for 
the germination of the woody plants’ seeds, or there are specific seed predators present in the patches, but not in 
the surrounding landscape? Or perhaps the plants in these patches are more competitive than the invading woody 
plant seedlings and prevent them from recruiting by smothering them above ground, strangling their roots below 
ground, releasing toxins in the soil that damage them, or taking up nutrients faster than them? 

Taking these questions into account, we searched for sites in and around the southwestern Cape Floristic 
Region where there were sizeable patches (at least several hectares) of non-invaded land within densely invaded 
landscapes. We found seven such sites where there were no plausible reasons for why alien woody plants had 
not invaded certain patches of land. Land use histories of the sites are provided in Table 1. Three of these tree-
free patches (at the Blaauwberg, Rooshook and Vergelegen sites) were old agricultural lands, with mixes of 
herbaceous alien weeds, alien grasses and ruderal fynbos. The other four patches (at the Bothasig, Dassenberg, 
Klein Dassenberg and Joostenbergkloof sites) were in previously uncultivated vegetation i.e. intact fynbos. We 
analysed the chemistry of topsoils in the non-invaded patches and the surrounding invaded landscape.

Table 1:	 Land history and vegetation type (by Mucina and Rutherford25) of the seven study sites 

Site Sub-sites (n) Land history Vegetation type

Blaauwberg1 
N-En (20) 
Mod (17) 
En (20)

N-En sub-sites were previously cultivated and left 
fallow since the late 1980s. En sub-sites were 
uncultivated. 

Cape Flats Sand Fynbos

Bothasig2 N-En (5) 
En (5)

Before 2010, the entire site was managed as a 
municipal park and mowed extensively. All sub-sites 
were uncultivated.

Cape Flats Sand Fynbos

Dassenberg3 N-En (20) 
En (20)

The site was historically used for grazing. All sub-
sites were uncultivated.

Atlantis Sand Fynbos

Joostenbergkloof4 
N-En (20) 
En (20)

All sub-sites were uncultivated. Swartland Shale Renosterveld

Klein Dassenberg5 
N-En (18) 
En (20)

The site was historically used for grazing. All sub-
sites were uncultivated.

Atlantis Sand Fynbos

Rooshook6 
N-En (18) 
En (21)

N-En sub-sites were fallow lands last cultivated 15 
years ago. En sub-sites were uncultivated. 

Swartland Shale Renosterveld 
and Swartland Alluvium 
Fynbos

Vergelegen7 

N-En (20) 
ModAg (10) 
ModP (10) 
En (20)

N-En and ModAg sub-sites were last cultivated 15 
years ago. ModP sub-sites were recently felled pine 
plantations. En sub-sites were uncultivated. 

Boland Granite Fynbos

1Blaauwberg Nature Reserve; 2Bothasig Fynbos Nature Reserve; 3Dassenberg Coastal Catchment Partnership; 4Joostenbergkloof Farm; 
5Dassenberg Coastal Catchment Partnership – Klein Dassenberg Section; 6Rooshook Farm; 7Vergelegen Wine Estate

N-En, non-encroached plots, free of alien woody plants or seedlings; En, encroached plots, densely invaded with alien woody plants; 
Mod, moderately encroached plots, scattered with alien woody plants; ModAg, moderately encroached and historically cultivated; ModP, 
moderately encroached and historically pine plantations

Although it is feasible that certain soil physical or organic chemical properties had prevented germination of the 
alien woody plant seeds, or certain seed predators had consumed the seeds before they germinated at our study 
sites, we focused our research on soil inorganic nutrients, which we consider to be a more likely explanation 
for the constraint of the woody plants. In particular, we tested the explanatory power of what is known as the 
Catabolic Theory.10-12 This theory holds that short plants (namely herbs, grasses and shrubs) will outcompete 
tree seedlings when demand for catabolic nutrients (e.g. P, Cu and Zn) is met by supply – with this demand being 
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partly dependent on the availability of anabolic nutrients (e.g. B, Mg and 
Mn).13-15 The reasoning underpinning the theory is that if a soil nutritional 
regime favours the production over the metabolism of photosynthates, 
then a photosynthate surplus arises, which will be used for synthesising 
wood. The concept of short plants outcompeting tree seedlings is not 
new16, and the Catabolic Theory has been corroborated by studies on 
treeless vegetation surrounded by treed vegetation in both Australia and 
South Africa14,15.

The results of our investigation support the Catabolic Theory. Although 
many nutrients are likely to be involved in the interplay between the short 
plants in the non-invaded patches and the alien woody invaders, two 
nutrients were particularly noteworthy: phosphorus (P) and boron (B). 
Old agricultural lands were consistently enriched in P, compared with 
the adjacent invaded landscapes (Figure 1). This observation suggests 
that an ample amount of P allows the ruderal herbaceous species to 
outcompete the alien woody plants. Moreover, in the case of B, all of 
the non-encroached sites, with the exception of Joostenbergkloof, had 
significantly lower concentrations of B than did the surrounding invaded 
landscape (Figure 2). This finding suggests that a scarcity of B favours 
fynbos plants over woody plant invaders. 

What are the management implications of our findings? Although 
soil amendments are not traditional weapons in the arsenal of 

conservationists, they could be used to manipulate the availability of 
certain nutrients, ultimately constraining the invasion of woody plants 
into fynbos. For example, clay minerals such as illite and vermiculite 
are strong binders of B.17-19 Based on the findings of our study, their 
application could potentially increase the competitive strength of fynbos 
plants relative to woody alien invaders. In certain farming environments, 
the application of P fertilisers may be appropriate for constraining 
woody plant invasions by increasing the competitive strength of grasses 
and herbs. Plot-scale experiments would be needed to determine the 
efficacy of such treatments before landscape interventions could be 
recommended. Soil amendments on a landscape-scale may not even be 
necessary to halt woody plant invasions – there may be opportunities 
to create strips of land resilient to woody plants around heavily infested 
landscapes. Such strips could be used to contain the infestations in 
much the same way that firebreaks are used to contain fires. 

Although soil amendments would be a radical approach to conserving 
fynbos, the current threat from woody alien invaders is so grave that all 
options need to be put on the table and carefully scrutinised, no matter 
how startling. Furthermore, new ideas and new experiments are needed 
to develop a deeper understanding of why the woody alien invaders are so 
pervasive in the first place. Without such an understanding, it is difficult to 
pioneer new options for management in a coherent, systematic manner. 

Figure 1:	 Phosphorus concentration (mg/kg) of encroached (En), moderately encroached (Mod), non-encroached (N-En), and moderately encroached 
historically cultivated (ModAg) patches at the four previously cultivated study sites. Horizontal grey bars indicate critical deficiency ranges 
(20–30 mg/kg).

Figure 2:	 Boron concentration (mg/kg) of encroached (En), moderately encroached (Mod), non-encroached (N-En), and moderately encroached historically 
pine plantation (ModP) patches at the seven study sites. Horizontal grey bars indicate critical deficiency ranges (0.4–0.5 mg/kg). Fertilisation 
of agricultural lands at Vergelegen (N-En and ModAg) greatly increased B concentrations. These fertilised sites are consequently excluded from 
the graph.
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The simple explanations of a lack of natural predators20-22 and carbon 
dioxide fertilisation23,24 are surely just valuable chapters in a complex 
story. A long-term fertilisation experiment in a South African savanna 
has shown conclusively that changes in soil nutrient regimes can either 
promote or entirely constrain woody plant encroachment.15 It is highly 
probable that soil nutrients exert similar strong controls on woody plants 
in all biomes globally, not only in South African savannas. There are 13 
plant nutrients which have the potential to affect the competitive interplay 
between fynbos plants and their woody alien invaders. It is high time that 
we started understanding these effects.
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The 2014–2016 drought experienced across the summer rainfall region of South Africa brought a range of social and 
economic impacts, with regular coverage in the public media. However, little has been reported on the ecological 
impacts of the drought in the rural rangelands and protected areas of the country. To address this issue a workshop 
on the ecology of drought was organised by the South African Environmental Observation Network (SAEON), a 
facility of the National Research Foundation, in November 2017. The event brought together researchers active in 
savannas (bushveld) of the northeastern part of the country, including the Kruger National Park (KNP) and adjacent 
Lowveld, and in savannas and grasslands of KwaZulu-Natal. The land uses in these areas varied from conservation 
to densely populated communal rangelands.

Drought impacts on commercial farmers are relatively straightforward to assess through quantification of crop 
yields. Ecological impacts are less tangible, particularly as many of these may only manifest years after the drought 
has ceased. Furthermore, while drought impacts are invariably negative in agriculture, they may have some positive 
impacts in ecosystems, such as reducing herbivore numbers (thus preventing overgrazing in the long term), 
reducing the densities of trees (thus combating bush encroachment) and providing an opportunity for ‘drought 
adapted’ flora and fauna to thrive. The primary aim of the workshop was to assess evidence available for testing the 
divergent predictions of drought impacts on natural systems. A key question was how severely livestock and wildlife 
populations were affected. On the topic of vegetation, some argued that droughts open up savannas by killing trees, 
others that droughts promote the seedling recruitment of trees (as a consequence of reduced competition from 
grasses and less fire) leading to bush encroachment. Many questions exist around recovery following the drought. 
Some argued that grasses take decades to recover their productive potential, others that recovery is very rapid 
once the drought breaks. How does the pattern of recovery vary with the ecological status preceding droughts 
and actions after it? And, most ominously, does each successive drought transform an ecosystem, pushing it 
towards a new state from which recovery to an original state eventually becomes impossible. Alternatively, are our 
fauna and flora so well adapted that they can recover comfortably before the next drought strikes? This question is 
particularly pertinent, considering the prediction that global climate change will result in droughts becoming more 
severe and possibly more frequent. In addition to sharing experiences of the recent drought, we hoped to identify 
key data deficiencies in the various research and monitoring projects conducted during the drought, and promote 
the type of research and monitoring that will allow us to better capture the effects of the next major drought.

Climatology of the 2014–2016 drought
Johan Malherbe (CSIR) presented an assessment of the drought from a climatological perspective, using national-
scale rainfall interpolations to map where rainfall deficits were most severe. As with major droughts of the recent 
past, this drought was associated with an El Niño event. It was not as severe as the droughts in the early 1960s, 
early 1980s and the early 1990s at a national scale. However, northeastern Mpumalanga, the eastern half of the 
Free State and northern KwaZulu-Natal appear to have experienced more severe drought than in the previous 
droughts, with Standardized Precipitation Index values of severe to extreme drought over a 2-year period (Figure 1). 
The large spatial variation in the severity of drought emerged as a major complication for generalising about the 
severity and impact of drought at a national scale. Furthermore, droughts vary in their development over time, with 
some areas experiencing only 1 year of below-average rainfall, and others experiencing 3 years. A key feature of 
the 2014–2016 drought which distinguished it from former ones was high temperatures, with an unprecedented 
number of locations experiencing record-breaking monthly mean maximum temperatures during 2015 and 2016. 
This feature reflects the global pattern of 2016 and 2015 having the highest and second highest global average 
temperatures on record, respectively. 

Impacts on herbivores
Studies on wildlife and communal livestock populations were presented at the workshop, with die-offs being 
widely reported. Mortality levels varied with species, functional type and management contexts, especially 
those that determined the ability of animals to move in response to shortages of food and water. Izak Smit 
(South African National Parks) explained how management approaches in the Kruger National Park (KNP) have 
shifted from previous droughts, with the new philosophy promoting natural spatial variability across landscapes 
to provide a buffer against drought effects. This approach led to the closure of artificial waterholes and removal 
of fences with neighbouring protected areas since the previous severe drought. As a result, animal distributions 
prior to the drought were different and forage resources most likely accumulated in areas far from water sources. 
Large-scale culling of mega-herbivores (buffalo, hippo and elephant) ceased shortly after the 1992/1993 
drought, and densities of these species were higher at the onset of the drought, compared to those for previous 
droughts. However, buffalo mortalities in KNP between 2015 and 2017 were 26% compared with 48% during 
the previous drought (between 1991 and 1993), and less than those reported in fenced private game reserves in 
the 1982–19831 drought. Carla Staver’s (Yale University) analyses of rainfall and grass biomass indicated less 
severe drought conditions in the north of the park which, combined with larger distances between rivers and other 
water sources, resulted in greater grass forage reserves. Accordingly, buffalo appear to have migrated from the 
south of the park to make use of these reserves. In contrast to buffalo, hippo populations in KNP suffered heavy 
mortality (45% across the four major perennial rivers of the park) with these water-bound animals unable to 
access areas of forage reserves once they had depleted all forage within walking distance of the large perennial rivers. 
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Mike Peel (Agricultural Research Council) highlighted the importance of 
herbivores being able to move freely during droughts, reporting over 75% 
mortality of herbivores in a small, fenced game reserve. Neighbouring 
private reserves that were open to KNP did not experience the same level 
of drought mortalities. Researchers working in the Lowveld identified 
an additional factor that may have mitigated herbivore mortality during 
the 2014–2016 drought: the timing of rainfall. Rainfall events that 
occurred in the late summer and early winter produced pulses in grass 
growth, extending the availability of green forage. Browsing herbivores 
were seemingly less affected than grazers by the drought. Against 
expectations, elephant numbers in KNP increased by 13% between 2015 
and 2017. This suggests that the elephant population is still far from 
being resource limited, and prompted the question of whether drought 
impacts on the tree layer might have been more pronounced if elephant 
densities were two or three times higher.

The reliability of livestock data from communal rangelands is proble
matic because extension officers do not always record livestock 
numbers accurately, and some livestock owners no longer make use 
of dipping tanks (where livestock numbers are recorded) nor report 
stock losses. Estimates of mortality need to take these uncertainties 
and different methodologies into account. Teddy Mnisi (Department 
of Agriculture, Limpopo Province) presented the results of monthly 
monitoring of livestock per municipal district, showing extensive losses 
and cattle mortality as high as 33% in the Giyani District. Cobus Botha 
(Department of Agriculture and Rural Development, KwaZulu-Natal) 
presented mortality numbers for northern KwaZulu-Natal, for which 
losses were extensive. Rauri Alcock (Mdukatshani Rural Development 
Programme) revealed even higher mortality rates from an intensive study 
of livestock production in KwaZulu-Natal, with losses of 43% for cattle 
and 29% for goats. Losses were heaviest for owners with smaller herds 
of both cattle and goats, and goat numbers recovered more rapidly than 
cattle numbers in the year following the drought. Using household-level 
data, Rauri estimated that the economic losses from livestock across 
KwaZulu-Natal were more than ZAR10 billion. This amount far exceeds 

the level of drought relief that government is able to provide. In any case 
the provision of supplementary feed for cattle, at such a large scale, 
is not logistically feasible and would result in further degradation of 
communal rangelands by supporting livestock densities well in excess 
of local carrying capacities.2

Impacts on vegetation
At all sites where the grass layer was studied, grass production was 
severely reduced (as expected) but changes in species composition and 
recovery of production following the drought showed some interesting 
and unexpected patterns. Many researchers working in the Lowveld 
identified late season rainfall as a key factor that prevented even 
more severe reductions in production, and most likely enabled many 
herbivores to survive the subsequent winter. Longer-term impacts were 
revealed from monitoring data in conservation areas and commercial 
livestock farms. These impacts included a reduction in the basal cover 
of perennial grasses, at both mesic and semi-arid sites, with increases in 
the abundance of forbs at drier sites, as has been observed for previous 
droughts.3 Dave Thompson (SAEON) presented results from a long-term 
research site near Satara (central KNP) where drought was particularly 
severe and where grazing is heavy (relative to KNP in general). Here, 
grass production was surprisingly resilient, returning to near pre-
drought levels in 2016–2017. Moreover, grass composition showed a 
distinct change towards more palatable species, with large declines in 
unpalatable perennials, and an increased abundance of species of high-
grazing value (both perennial and annual). A similar trend was presented 
for long-term research plots in Hluhluwe-iMfolozi Park (KwaZulu-Natal) 
by Huyam Altayeb (University of Cape Town). These positive results may 
be offset by greater erosion risk in areas where established unpalatable 
perennials were lost, although a paucity of data on basal cover and 
erosion rates makes this difficult to assess. However, it was clear 
that recovery of primary productivity can occur over years rather than 
decades, at least in relatively pristine ecosystems.

Figure 1:	 The Standardised Precipitation Index for South Africa over a 2-year period, as of May 2016, indicating which parts of the country experienced the 
most severe rainfall deficits. 
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Extensive tree deaths from drought have been reported for savannas in 
the USA and Australia4-6, but previous droughts in South Africa appear 
to have had less impact7,8. Less than 1% of trees had died by the end of 
2016 in Hluhluwe-iMfolozi Park, but there was some significant mortality 
in southern KNP. Research presented by Carla Staver (Yale University) 
and Tony Swemmer (SAEON) showed that mortality of trees and shrubs 
was as high as 40% at some sites within KNP, and even appeared to 
have resulted in the conversion of open savanna to grassland at a few of 
these. However such impacts were not widespread, and mortalities only 
occurred in certain regions and only affected certain species. Overall, 
it was clear that the drought had not caused widespread tree or shrub 
mortality across the savanna biome. Whether the drought will result in a 
pulse of tree recruitment remains to be seen, and established long-term 
research at a number of sites in the Lowveld provides an opportunity to 
address this.

Issues emerging
A number of key research gaps emerged from discussions. It was clear 
that annual rainfall is not a sufficient metric to properly understand, and 
predict, the ecological impacts of drought. Other metrics, such as the 
length of intervals between rainfall events or the incidence of rain in the 
dry season, also need to be considered, as well as the effect of higher 
temperatures. Late summer and early winter rainfalls may be particularly 
relevant for determining how long green forage and browse persist as the 
dry season progresses, and thus may be a key determinant of herbivore 
mortality. A better understanding of how El Niño events translate into 
changes in these variables, at regional scales, is needed to predict the 
impacts of projected changes in the frequency and magnitude of El Niño 
events. El Niño development at a monthly timescale may be important 
in this regard. Spatial variation in rainfall also needs to be measured 
adequately to properly understand the severity of drought at national or 
regional scales.

The reliability of the existing data on livestock numbers, especially in 
communal areas, needs to be assessed. These data are the only means 
of measuring drought impacts on herbivores over vast areas of the 
country, as well as quantifying the economic impacts of droughts. Better 
information on the movement patterns of herbivores (domestic and wild) 
would enhance our understanding of how different species respond to 
drought conditions, and enable us to identify forage reserves that are 
crucial for sustaining populations.2 Little is known regarding the potential 
importance of disease in exacerbating drought-induced mortality of 
herbivores. Finally, little is known regarding the consequences for rural 
poor when livestock herds die.

Regarding vegetation data currently available for studying drought 
impacts, there is a strong geographical bias. There is apparently little 
data for many of the areas that were severely affected by the 2014–
2016 drought, particularly in the eastern Free State, North West and 
the Northern Cape Provinces. Most studies of the herbaceous layer 
presented at the workshop were from semi-arid areas with fertile soils 
or high rainfall. These are areas that support high herbivore densities, 
and are thereof of most interest to those concerned about the impact 
of the drought on herbivore productivity. However, semi-arid areas 
with infertile soils, such as those underlain by granitic rocks, are far 
more extensive and make a major contribution to livestock production 
and eco-tourism at the national scale. Wider geographical coverage 
of veld and herbivore monitoring is needed before we can generalise 
drought effects countrywide. Remote sensing of drought impacts could 
potentially be very useful in extending vegetation monitoring but a key 
limitation is that dead shrubs and smaller trees cannot be identified, 
limiting large-scale assessments of mortality. Finally, the mechanisms 
through which drought kills trees was identified as an important research 
question for predicting the impacts of more severe droughts in the future. 

Trees can starve to death if they are unable to store sufficient carbon 
as a result of insufficient carbon gain over multiple summers of low 
rainfall. Alternatively, mortality may be caused by embolisms in the 
xylem which occur when soil moisture drops below a critical level, in 
which case a single year (or even a few months) of severe drought could 
be all that is required. Another gap of ‘drought research’ identified was 
whether drought results in a pulse of tree recruitment once good rains 
return, and studies on post-drought seedling recruitment were agreed 
to be important. There were no studies presented, or known about 
by workshop participants, regarding the question of whether drought 
promotes the spread of alien plants, which Maanda Lighava (University 
of Venda) raised as a key concern for rural rangelands in the northern 
Lowveld. Finally, the consequences of past and future vegetation change 
on stream flow, and thus the supply of fresh water during a drought, is a 
highly relevant research frontier for South Africa.

Conclusions
The overall conclusion from the workshop was that the 2014–2016 
drought did not have catastrophic impacts on the ecosystems of 
protected areas and rural rangelands in the northern and eastern parts 
of the country. Herbivore declines were only severe for a few species, 
and more so in heavily stocked rangelands and game farms. Extensive 
protected areas, such as the Kruger National Park, experienced relatively 
lower herbivore mortality than in previous droughts, and elephants were 
barely affected. Livestock losses were relatively more severe for owners 
of small herds, and goat herds appear to have been more resilient than 
cattle. However, much about the long-term impacts of the drought remain 
unknown, particularly in terms of long-term changes to vegetation, while 
links between such changes and negative socio-economic impacts have 
not been well studied. 
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The effect of globalisation on knowledge exchange, which is mediated very largely through scientific journals 
published in English that have their origins in Europe and North America, has resulted in the neglect of regional 
journals.1 Analyses of publication output and citation impact of about 200 South African journals showed that the 
vast majority of local journals were virtually invisible within the global science arena.2 These and related concerns 
have resulted in various nationally led incentive schemes to promote South African research.

The government’s incentive system works through the Department of Higher Education and Training (DHET) by 
funding universities for articles published in accredited journals or other accepted publication outlets (books 
etc). The DHET does not currently differentiate between national and international publications and will award the 
subsidy if the publication appears on one of its accreditation lists for journal articles. Research incentive systems 
are believed to be one of the drivers of the increase in paper publication numbers in South Africa. 

Institutions may decide how the incentive funds are spent. Some use the money for general research funds, while 
others give a proportion to the faculty. In the latter case, funds may be further divided between the faculty and the 
author. Several universities have adopted the DHET policy and procedures for measuring research output and rating 
and rewarding researchers for publishing papers, although there is considerable variation in how incentive funding 
is spent within institutions. North-West University offers larger rewards for articles in internationally published 
journals than local journals, while University of Cape Town offers no direct financial incentives to academic staff to 
publish in international or local journals. Stellenbosch University offers ~10% of the subsidy to the authors, with 
no distinction between journals. At the University of Johannesburg, a minimum of 70% is paid to the researcher 
for publication in international journals while a maximum of 30% accrues by the faculty, and in the case of DHET-
accredited South African journal articles, of the subsidy transferred to the faculty, a minimum of 50% goes to 
the researcher and a maximum of 50% to the faculty. While most other universities pay a flat fee for publication, 
all actively encourage academic staff to publish in international journals because of NRF scoring criteria and, by 
extension, discourage them from publishing in national journals that are frequently also society journals.

This Commentary was prompted by learning that the University of KwaZulu-Natal (UKZN) will be implementing 
graded financial incentives to authors based on the Scimago Journal Rank (SJR) indicator quartile system. SJR is 
a measure of the scientific influence of scholarly journals that accounts for both the number of citations received 
by a journal and the importance, or prestige, of the journals from which such citations come: higher SJR values are 
meant to indicate greater journal prestige. Journals are then categorised into quartiles depending on this index and 
academic category, with journals in Q1 and Q2 associated with greater prestige (and, in the case of UKZN, higher 
financial incentives) than those in Q3 and Q4. 

The SJR indicator is a variant of the eigenvector centrality measure used in network theory. Such measures 
establish the importance of a node in a network based on the principle that connections to high-scoring nodes 
contribute more to the score of the node. SJR is now considered an alternative to the well-established journal 
impact factor (IF), because of its open-access nature, larger source database, and assessment of the quality 
of citations.3 Our issue is with the definition of prestige, as algorithms have a particularly problematic history of 
processing information about race.4

To investigate this concern we examined the database of rated journals available at https://www.scimagojr.com/
journalrank.php?out=xls. We selected only journals (n=23 226). An examination of SJR as a function of IF (listed 
as citations per document) using a negative binomial generalised linear model (even the log-transformed distribution 
of SJR displayed this distribution) showed a very strong effect (an increase of log(SJR+1) of 0.12±0.001 per IF 
score, z=84.66, p<0.001). However, there is a large amount of spread in the residuals, partly a consequence of 
very high SJR scores for only a handful of journals. 

A straightforward analysis of South African local journals was not forthcoming using the ScimagoJR database, 
as only 82 journals are attributed to South Africa: several local journals hosted in partnership with international 
publishers are listed as international, for example Taylor and Francis co-hosts Ostrich and African Zoology, the 
journals of BirdLife South Africa and the Zoological Society of Southern Africa, respectively. Nevertheless, SJR 
scores are negatively weighted for this set of journals (-0.62±0.24, z=-2.62, p=0.009). Of greater concern, for a 
subset of journals for which the title contained the word ‘Africa’ or its derivatives (n=162), SJR was also negatively 
weighted (-0.53±0.16, z=-3.32, p<0.001). By contrast, journals that contained ‘America’ or derivatives in their 
title (n=434) had higher SJR scores (median of log(SJR+1) for America = 0.42; Other = 0.27; p<0.001, 
Figure 1). The comparatively low scores for African journals may not only be a consequence of low visibility, but 
also perceptions of quality (see below). 

Our concern is thus that financially weighted national incentive schemes based on SJR will further disadvantage 
locally published journals by effectively leaving local journals with the ‘leftovers’5 and encouraging an institutionalised 
acceptance of intellectual colonialism, i.e. academics are encouraged to publish local research in high impact 
factor journals based overseas. In cases of author-pays models of open access (e.g. PLoS One), South Africa 
incurs a double whammy of not only exporting our research, but of paying dearly for the privilege to do so.

The importance of local journals cannot be overstated. Local research and management organisations, and even 
government, are usually aware of their existence and can easily keep tabs on articles they publish. By contrast, 
articles published overseas can be lost in what amounts to academic point scoring. As a real example, a BirdLife 
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South Africa regional division had recently embarked on a monitoring 
exercise to determine vulnerability of a target set of birds, only to 
discover later that similar information was already published abroad.6 
This information had not been brought to the attention of the local 
organisation, and this certainly cost the organisation time, if not money.

Similarly, focused journals should allow readers and researchers 
to understand themes, trends, and knowledge gaps. This is far more 
difficult to undertake when research is scattered to the diaspora 
of available international journals. Again, to illustrate this point, the 
conclusions of a recently published article, entitled ‘Trends and themes 
in African ornithology’7, were based on a meta-analysis of five journals 
which were identified to have an African ornithological focus. This 
article was criticised by some who pointed out that South Africa’s top 
ornithologists were not represented in the review as they publish in ad-
hoc high impact factor journals.8 In his response, Beale9 raises concern 
regarding ‘scientific colonialism’ and the lack of on-the-ground support 
for local researchers – sentiments echoed by Cresswell10.

The local scientific community is further harmed by the reluctance of 
top local researchers to publish locally when the journal in question 
is published by a scientific society. The main objectives of scientific 
societies include promoting, facilitating and encouraging research within 
a discipline11 (e.g. ZSSA constitution, 2017). Thus, income generated from 
society journals is usually ploughed back into the research community.11 
This scenario is clearly illustrated when considering African Zoology – a 
journal which generates most of the income for its parent society, the 
Zoological Society of Southern Africa. This income is used to provide 
each society member with a subscription to the journal, seed money to 
organisers of the biannual conference and financial support for students 
to attend these, and sometimes international, conferences. In addition, 
the best undergraduate final-year and honours students in zoology, as 
nominated by their institutions, are awarded free membership to the 
society for a year. Income for the society, and consequently the services 
that it may provide for the community, increases with an increase in the 
number of quality articles published in their journal. For example, one of 

the most highly cited and viewed papers in African Zoology is a review 
paper published in 2011. To date, it has been cited 90 times, and, in 
2017 alone, it received 1008 hits on BioOne, which generated income 
equivalent to the cost of the prizes of free membership for undergraduate 
and honours students for up to 2 years. 

Impact factor and similar indices are important as indicators of the 
quality and reach of journals, but conditions leading to initial journal IF 
may have changed, and instead now persist as a result of perception 
rather than quality: in effect, an impact factor trap. Previously, many 
journals published in Africa and other developing regions were not 
very visible in developed countries because they were not indexed 
in the bibliographic databases that are largely produced in developed 
countries.2,5,12 Historically, international readers struggled to access 
journals published in Africa and other developing countries,5,12 meaning 
that even high quality research would not be as widely read and cited as 
it deserved. Furthermore, society journals (which account for several 
local journals) publish information that may be of high quality, but not 
with high immediate impact, thus reducing the contribution that citations 
of these publications may have on the journal impact factor.11 These 
factors would have contributed to the low impact factors achieved by 
such journals. As more local researchers published in international 
(glam) journals, local journals were essentially left with the ‘leftovers’,5 
making it increasingly difficult for local journals to attain high impact 
factors. However, many local journals are now published by, or in 
partnership with, international publishing houses, or are open access, so 
limited access to regional journals is no longer relevant. Initiatives such 
as African Journals Online promote easy access to African content.13 In 
a review of the trends of 17 South African journals ranked by Thomson 
Reuters (now Clarivate Analytics) Journal Citation Reports®, 11 of these 
improved their impact factors between 2002 and 2009, albeit not enough 
to change quartiles for the most case.14 The point is, the factors that may 
originally have contributed to the low impact factors of local journals 
are not the factors that are now discouraging authors from submitting 
high quality research to them. Thus, local journals are still faced with a 
difficult task (attracting research away from glam journals), now made 

Figure 1:	 Box plots of log-transformed SJR scores for different journal categories: those containing ‘Africa’ in the title; those containing ‘America’ in the title, 
and the group of other journals. Journals with ‘African American’ in their titles (n=4) are included in the ‘Africa’ category.
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impossible with financial incentives to authors scored only on impact 
factor or SJR. It is certainly already the case that at a department of the 
University of Pretoria which implements an economic incentive scheme 
to authors scaled by IF, some researchers there are reluctant to publish 
in Ostrich, despite requests to do so and even though Ostrich’s impact 
factor has been increasing over recent years. 

We realise that scaled financial schemes are being considered given 
concerns that the DHET research output subsidy model may inadver
tently penalise high-citation publication15, and that the current subsidy 
model has led to what has been called ‘an overabundance of weak 
journals’16. African journals need to be given more time to play catch 
up with international journals before institutional graded incentives are 
introduced. Should academic institutions wish to pursue graded financial 
incentives for authors, we advocate that ‘local’ needs be recognised. 
This could easily be done by up ranking current quantile categories (e.g. 
a local Q2 journal could be Q3), or using an alternative ranking system 
e.g. altmetrics17.

We finish by reminding readers of the first recommendation from the 
ASSAf 2006 report1:

Recommendation no. 1: that all stakeholders in 
the South African research enterprise should each 
in their own way support local/national research 
journals that actively seek to be of international 
quality and are indexed in an internationally 
recognised, bibliometrically accessible database, 
through following best practice in editorial discern­
ment and peer review, including adaptations.
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Research and development (R&D) activities that lead to innovation can contribute highly to a country’s economic 
growth and development. However, research output can be expressed in different forms, such as research 
publications and patents. Patents are considered to be closer to implemented innovation than are research 
publications, but research publications improve human capital and propose innovative solutions that can lead to 
patenting activities. So although they are two different outcomes, publications and patents can work in synergy. 

A recently published article entitled ‘Patents vs publications and R&D: Three sides of the same coin? Panel Smooth 
Transition Regression (PSTR) for OECD and BRICS countries’1 in the journal Applied Economics, identified the 
existence of research thresholds beyond which countries can move in the next stage and increase their number of 
patents. The concept tested was that a minimum number of publications (as a proxy to research capacity) should 
be reached before a country or a region can engage in patenting activities that will eventually promote higher 
innovation and consequently economic growth. 

In that paper, we investigated the existence of thresholds in the OECD and the BRICS countries and found that the 
threshold of publications before patenting activity started was 11 113 for the whole sample, 9038 for the OECD 
countries and 9945 for the BRICS countries. 

The effect of the number of publications and R&D as variables of transition is opposite. 
Beyond the threshold, the number of publications increases the possibility of patenting 
for the two groups of countries. However, beyond the threshold of R&D this variable 
decreases the probability of patenting. From these results and based on the optimal 
threshold, we conclude that patents in OECD and BRICS countries are positively 
influenced by the number of publications.1

Based on these thresholds, South Africa has not yet reached the relevant level of the estimated threshold even 
though the country’s research publications (in all disciplines) have increased substantially over the recent decade 
(Figure 1).2
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Figure 1:	 South African research publications in all disciplines, 1994–2017. 

The question then arises as to why South Africa has not yet reached the threshold and whether the disciplines 
of the publications in the country play a role. Obviously, patents require particular skills that may not be available 
in a country because of policy preferences and directions. This Commentary provides evidence of the current 
distribution of the research publications of South Africa according to five major clusters of research. The article is 
also important for the setting of research priorities in the country. 

Empirical analysis
Globally, countries with high innovation levels and improvements in technology have generally produced more 
research publications in disciplines of technology than other types of science. That is to say, those countries 
that drive technology research globally tend to enjoy higher levels of economic growth, living standards and 
development.2 Figure 2 presents countries’ shares of the world’s total research in the discipline of technology, 
as a representation of their strength in technology research. ‘Technology’ as a discipline includes: Acoustics, 
Automation and Control Systems; Computer Sciences; Construction & Building Technology; Energy & Fuels; 
Engineering; Imaging Science & Photographic Technology; Information Science & Library Science; Instruments 
& Instrumentation; Materials Science; Mechanics; Metallurgy & Metallurgical Engineering; Microscopy; 
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Nuclear  Science & Technology; Operations Research & Management 
Science; Remote Sensing; Robotics; Science & Technology Other 
Topics; Spectroscopy; Telecommunications; Transportation.

The distribution in Figure 2 is skewed, with China and the USA producing 
more than 40% of the total (23.1% and 19.5%, respectively) and all the 
other countries producing less than 5%. Not surprisingly, developed 
countries such as the USA, Germany, France and Italy are in the top 10, 
but the BRICS countries are also well represented. China is in first place 
(with 23.1%) and India in fifth place (with 4.6%), while Russia is 15th 
with 1.7% and Brazil 16th with 1.6% of the total share in world research 
in the Technology field. South Africa, however, does not follow the high 
research productivity of the rest of the emerging technologies, producing 
only 0.37% of the world’s share of research publications in Technology. 

But is South Africa lacking in research publications in only Technology? 
Table 1 shows the broader scientific disciplines in which South Africa 
has published research outputs for the period from 1995 to 2016. The 
information included is the number of publications produced with at least 
one South African author in each broad scientific field; the share of each 
discipline in the South African set of publications; the country’s share of 
the world’s publications in the particular field and South Africa’s world 
ranking in each field. 

South Africa is ranked 18th in the world in Social Sciences and Arts 
and Humanities; 33th in Life Sciences; 38th in Physical Sciences and 
40th in Technology (out of 198 countries in the data set). It is important 
to note that different metrics could lead to different conclusions about 
the country’s strengths and weaknesses. For example, proponents of 
arts and humanities or researchers with limited information may use the 
number of publications in order to provide additional support in the field. 
South Africa’s ranking in the world is probably the most revealing one as 
it takes into account international preferences and emphases.

From Table 1, it can be seen that South Africa’s research capacity 
varies among the different broad research disciplines. Looking only at 
the number of publications in each discipline, one can observe that, for 
example, the Arts and Humanities discipline publishes approximately 
one fourth of the papers of the Technology or Physical Sciences. That 
observation might mislead policy into promoting R&D funding towards 
arts and humanities to increase their productivity. However, by evaluating 
the rankings, a better understanding of the world’s research in this 
discipline is offered. A good example is the comparison between Social 
Sciences and Technology – at 31 thousand and 37 thousand papers, 
respectively – for which South Africa is ranked 18th in the former and 
40th in the latter! 
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Figure 2:	 Research in the Technology field (country’s share of the world’s total, %) in 2016.

Table 1:	 Research performance of South Africa per discipline, 1995–2016

Discipline Number of publications Share of South Africa’s total
South Africa’s share of the 

world total
South Africa’s world ranking 

(out of 198 countries)

Social Sciences 31 651 13.9% 0.80% 18

Arts and Humanities 8 842 3.9% 0.33% 18

Life Sciences 103 441 45.4 % 0.63% 33

Physical Sciences 46 119 20.2% 0.50% 38

Technology 37 847 16.6% 0.37% 40

Source: Authors’ calculations on data from NACI3 
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Discussion
This Commentary aims to provide a broad picture of the revealed 
priorities (priorities revealed by the volume of publications in particular 
research domains) in South Africa and how the choice of indicators may 
affect the relevant conclusions.

Table 1 shows that if the criterion was number of publications or share 
of the country’s total number of publications, the verdict would have 
been that South Africa emphasises life sciences and neglects arts and 
humanities. If the criterion was South Africa’s share of the world’s 
publications, the results would have shown that South Africa makes the 
greatest contribution in the social sciences (0.80%). Finally, if the criterion 
is South Africa’s ranking in the world, the results would show that the 
country ranks 18th in the world in social sciences and humanities and 
40th in the domain of technology. The reasoning behind these variations 
is that different scientific publications have different publication patterns 
that have to be remedied when priorities or comparisons among different 
countries are investigated. While further research is required, it will 
be interesting to investigate whether emphasis on different scientific 
disciplines/domains affects a country’s capability to invent and innovate.

South Africa has promoted particularly the advancement of humanities 
and social sciences fields through the established of the National 
Institute for the Humanities and Social Sciences (NIHSS) in 2013. 
The Institute coordinates scholarship, research and ethical practice in 
these fields within and through the country’s public universities. While 
the impact of the Institute cannot yet be estimated and quantified, the 
research performance in the fields is an interesting indication that the 
specific disciplines have grown. Policymakers may have to investigate 
such opportunities for the technology field too. 
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South Africa is among the countries with the highest prevalence of debilitating diseases such as HIV/Aids 
and diabetes. In this context, the emergence of vancomycin-resistant enterococci (VREs) in most 
South African ecological niches is quite disturbing, taking into consideration the fact that therapeutic 
options in a case of resistant-enterococci infection would be limited. Agricultural practices coupled with 
the misuse of antibiotics in intensive animal rearing and in hospital facilities have led to the creation of 
reservoirs of VREs in the environment. VREs can cause serious health problems by transmitting their 
resistance genes to susceptible pathogens; they are transmitted to humans by direct or indirect contact 
and through the food chain. We screened thoroughly the AJOL and the PubMed databases for studies on 
VRE incidence in South Africa. This review gives insight into the current status of antimicrobial resistance 
management in South Africa; it explores the different pathways involved in the spread of VREs and 
proposes possible solutions to tackle the issue of VREs and antimicrobial resistance in South Africa and 
other parts of the world. 

Significance:
•	 The recent detection of vancomycin-resistant enterococci in most South African ecological niches poses 

a serious threat to public health and is therefore an issue of great concern. 

•	 This study not only addresses the causes and patterns of resistance to antimicrobial agents, particularly in 
South Africa, but also outlines a holistic approach to potential strategies to tackle antimicrobial resistance 
in South Africa and the world at large.

Introduction
Shortly after antibiotics were introduced for therapeutic purposes, their growth-promoting attributes were 
discovered; ever since, most antibiotics and their analogues have been used as growth promoters in animal 
farming.1 Growth promoters are believed to improve feed conversion, promote animal growth and reduce mortality 
and morbidity rates resulting from clinical and subclinical illnesses, although the mechanisms through which these 
effects are achieved are still poorly understood.2 This effect of antibiotics motivated the use of avoparcin as a 
growth promoter for many decades before it was banned worldwide as a result of the emergence of vancomycin-
resistant enterococci (VREs).3 The rise of VREs reduced the efficacy of enterococcal infection treatments with 
teicoplanin and vancomycin (which were the drugs of choice until then), making treatment more challenging. 

The isolation of VREs in hospitals and environmental samples worldwide and specifically in South Africa is a 
serious health concern.4-6 In fact, VREs were isolated from surface water in the Netherlands, from ground water 
and from hospital waste water in South Africa.4-7 VREs mainly cause illnesses in immunocompromised hosts and 
in patients who are admitted to intensive care units for lengthy periods.8 For instance, VREs are responsible for 
endocarditis, urinary tract infections, bacteraemia, intra-abdominal and pelvic infections, and burn wound and deep 
tissue infections.

Because of the serious implications of VREs on public health, the issue of VREs cannot be underestimated. 
This review is therefore not just a citation of reports of VREs in South Africa and their patterns of spread and 
dissemination, but also an insight into the current management of antimicrobial resistance issues in South Africa 
with some recommendations on how to tackle the issue of vancomycin resistance genes in South Africa and 
other countries. 

Mechanism of resistance to vancomycin
Two types of vancomycin resistance in enterococci have been reported so far: intrinsic and acquired resistance. 
Intrinsic resistance refers to an antimicrobial drug being ineffective as a result of inherent features in a species, 
like restricting drug accessibility to the target or not having the drug target. Acquired resistance occurs when the 
bacterium is initially susceptible, but develops resistance either by somatic mutation or by acquisition of genes by 
horizontal transfer. Characterised by low-level resistance to vancomycin, intrinsic resistance is commonly detected 
in Enterococcus gallinarum, E. casseliflavus and E. flavescens. As opposed to E. faecium and E. faecalis and less 
often E. raffinosus, E. avium and E. durans display acquired resistance to vancomycin resulting from the acquisition 
of genetic determinants either from another organism or from the environment.9-11 Resistance to vancomycin is 
conferred by 10 gene clusters: vanA, vanB, vanC, vanD, vanE, vanF, vanG, vanL, vanM and vanN. Gene clusters 
vanA, vanB, vanC, vanD, vanE and vanG have been extensively studied (Figure 1). The resistance phenotypes share 
the same basic mechanism of resistance. The glycopeptides bind to the carboxy-terminal D-Ala residues of cell 
wall precursors, thus preventing their incorporation into the nascent peptidoglycan. Substituting the terminal D-Ala 
residue with either D-lactate (vanA, vanB and vanD genotypes) or D-serine (vanC and vanE genotypes) confers 
resistance (Figure 1).11,12 
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Figure 1: Vancomycin resistance gene clusters and resistance mechanism.13  
 

Figure 1:	 Vancomycin resistance gene clusters and resistance mechanism.13 

Studies of vancomycin-resistant enterococci in 
South Africa
Vancomycin-resistant enterococci in food items and the 
environment
Very few reviews actually give an account of the situation in South Africa 
with respect to VREs in food items and the environment. Enterococci 
were isolated from lettuce and spinach leaves in the North West 
Province using polymerase chain reaction techniques.14 That study was 
motivated by the fact that enterococci had previously been screened 
from ground water intended for drinking in the same area.5,6 Vegetables 
were contaminated as a result of their proximity to the soil when they 
were grown.15 Animals and birds were another possible source of 
contamination but the water used in the irrigation process of these 
vegetables was a source of contamination. Moreover, the harvesting, 
packaging, handling and retail hygiene practices were other sources of 
contamination.15 As similar findings were made in Oman16, detection 
of VREs in fresh, leafy food items constitutes a serious health issue 
because lettuce is mostly eaten raw, in the form of salads. 

Vancomycin-resistant enterococci were isolated from ground water 
intended for drinking in rural communities of the North West Province.5 
The investigations indicated that limited access to proper sanitary 
facilities and lack of hygiene were the causative factors because the 
water sources were contaminated by faecal matter. These factors are 
the same as those that contributed to the contamination by VREs of 
municipal tap water in Mafikeng households, also in the North West 
Province.17 In addition to these causes, contamination of environmental 

soil and water bodies by resistant isolates can arise as a result of farming 
activities and contamination from other sources such as contaminated 
waste effluents from clinical settings.4,18,19

Vancomycin-resistant enterococci in hospital settings
Vancomycin-resistant enterococci constitute a serious issue in 
South  African hospitals, especially taking into consideration the high 
incidence of HIV-positive patients and the high prevalence of other 
debilitating illnesses such as tuberculosis and diabetes. A possible 
synergistic association between Aids or any of the above-mentioned 
illnesses and VRE infections is rather unsettling and dreaded. In fact, 
clinical isolates of VREs were reported in South Africa for the first time 
in 1997.20 A few years later, a case report of VRE infections was filed 
at the paediatric oncology ward of a tertiary-level paediatric hospital in 
Cape Town and in the haematology unit of a similar type of hospital 
in Durban.19-22 Based on the results obtained from gene-sequencing 
assays (PFGE and MLST), it was suggested that a possible transfer of 
VRE isolates between patients or persistence of this isolate within the 
haematology/oncology unit were responsible.19 This resistance resulted 
from previous treatments with broad-spectrum antibiotics (mostly third-
generation cephalosporins and carbapenems), prolonged stays in the 
hospital setting, vancomycin exposure, immunosuppression therapy 
and young age in the case of children.19-22 Moreover, in a recent study, 
the presence of VREs was reported in wastewater effluents from a 
hospital facility in Alice, Eastern Cape Province.4 These findings highlight 
the poor or inefficient water-treatment system of that facility’s effluents 
before discharge into the environment. Antibiotics do not undergo total 
biodegradation in wastewater management processes; this hospital 
waste water was therefore regarded as a reservoir of resistant pathogens 
and an ideal environment for exchange of resistance genes or transfer 
to non-resistant isolates.23-25 These findings therefore demonstrate that 
the Victoria hospital waste water was a significant source of VREs in 
the wastewater treatment plant of Fort Hare. As VREs were screened 
from cow dung and environmental water sources in three selected dairy 
farms in the Amathole District, waste water from Victoria hospital must 
have a huge impact on the microbiological quality of the neighbouring 
environmental water bodies.26 

Vancomycin-resistant enterococci in farming and agricultural 
practices 
The Eastern Cape Province and part of the North West Province are 
mostly agrarian areas with countless numbers of piggery, poultry 
and cattle farms. Antimicrobials are used for the enhancement of 
productivity in South Africa.27,28 The shedding of resistant bacteria in 
the environment through faecal contamination is a concern. VREs that 
possessed vanB and vanC1/C2/C3 resistance genes were screened 
in pig dung in the Eastern Cape.28 Antibiotic resistance genes were 
spread in the environment as a result of excretion, flushing of out-of-
date prescriptions, medical waste, leakage of septic tanks, effluents 
from wastewater treatment plants and agricultural waste discharges.28 
The subtherapeutic doses of antimicrobials added in the animal feeds 
for prophylactic purposes and growth-promoting effects were the major 
causes of the resistance observed in the isolates.29,30 In fact, growth 
promoters have been associated worldwide with the rise of resistant 
bacteria, leading to the banning of most growth promoters.1-3,27 

Pathways of antimicrobial resistance 
transmission
Antimicrobial agents are not fully transformed into inactive compounds 
in the systems of treated animals and are excreted in manure where they 
revert to their initial state after some time.31 This makes manure a hotspot 
for isolates carrying mobile genetic resistance elements and when 
mixed with soil for agricultural purposes, antibiotic resistance genes are 
likely to be vertically and horizontally transferred to soil bacteria. This 
transference leads to the pollution of soil by antibiotic resistance genes 
and aids in the uptake of antimicrobial resistance by commensal bacteria 
and human pathogens such as enterococci.32-34 Moreover, treated waste 
water is known to harbour antibiotic resistance genes which can be 
transferred to vegetables and crops through irrigation water35 (Figure 2).
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There are several means through which resistant bacteria spread to 
humans, whether it be from food or from farm animals (Figure 2). The 
most plausible ones are via the food chain; direct or indirect contact 
with persons working in close proximity with animals such as farmers 
and animal healthcare professionals; and environmental components 
contaminated by agricultural waste or manure.2,32-38 Environment plays 
a key role as a potential reservoir of resistance genes whereby genetic 
determinants are exchanged amongst isolates that are taken up by 
humans and animals.4,39 Also, prolonged stay in a hospital setting can 
lead to patients acquiring VREs.4

Minimally processed food items, and raw and fermented food items 
constitute a potential risk through considerable numbers of viable 
cells; these food items could interact with other factors, such as 
cohabitation with pathogens, leading to the appearance of resistant 
strains of enterococci in the human gastrointestinal tract. The in-vitro 
transfer of erythromycin resistance genes from lactic acid bacteria 
to Listeria  monocytogenes has been demonstrated.40-42 Moreover, 
numerous reports have highlighted the transfer of resistance genes 
amongst isolates of the same species in the human gut.43 

Current status of the management of 
antimicrobial resistance in South Africa
Although there have been reports of the occurrence of antimicrobial-
resistant genes in South African livestock and food items, the quantities 
of antimicrobials used are not yet monitored. Despite being banned a 
long time ago, some antimicrobial agents are still used in animal rearing 
(Table 1). Providing data on the consumption of antimicrobials is vital 
in the assessment and/or management of antimicrobial resistance, 
but pharmaceutical companies keep secret their data on the amount 
of antimicrobials sold in the South African market, not to mention the 
numerous varieties that are available to farmers over the counter. 

Table 1:	 Antimicrobials used in South Africa as growth promoters

Antibiotic 
Banned 
since 

Antibiotic 
group 

Related 
therapeutics 

Mechanism of 
action 

Bambermycin Glycolipid 
Inhibition of cell 
wall synthesis 

Bacitracin 1999 Cyclic peptide Bacitracin 
Inhibition of cell 
wall synthesis 

Monensin Ionophore 
Disintegration of 
cell membrane 

Salinomycin Ionophore 
Disintegration of 
cell membrane 

Virginiamycin 1999 Streptogramin 
Quinupristin/
dalfopristin 

Inhibition of protein 
synthesis 

Tylosin 1999 Macrolide 
Erythromycin 
and others 

Inhibition of protein 
synthesis 

Spiramycin 1999 Macrolide 
Erythromycin 
and others 

Inhibition of protein 
synthesis 

Avoparcin 1997 Glycopeptide 
Vancomycin/
teicoplanin 

Inhibition of cell 
wall synthesis 

Avilamycin Orthosomycin Everninomycin
Inhibition of protein 
synthesis

Ardacin 1997 Glycopeptide
Vancomycin/
teicoplanin

Inhibition of cell 
wall synthesis

Source: Moyane et al. 27

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2: Transmission pathway of antimicrobial resistance within agriculture, the 

environment and food-processing industry. 
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Figure 2:	 Transmission pathway of antimicrobial resistance within agriculture, the environment and the food-processing industry.
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South Africa is part of the Global Resistance Partnership (GARP) 
launched in February 2010. The intention of this Partnership is to 
address and analyse antimicrobial resistance issues in South Africa and 
partnering countries. Moreover, the South African National Veterinary 
Surveillance and Monitoring Programme for Resistance to Antimicrobial 
Drugs (SANVAD) was created alongside the South African Antibiotic 
Stewardship Programme (SAASP). Reports produced by these entities 
are still yet to be transcribed into fully operational policies and action 
plans. However, South Africa remains the most active African country as 
far as antimicrobial resistance surveillance is concerned. In this regard, 
the Global Action Plan on antimicrobial resistance initiated in partnership 
with the World Health Organization emphasises optimisation coupled 
with a strengthening of the knowledge and evidence base through 
surveillance and research on antimicrobial usage in human and animals. 
However, there still exists a paucity of consumption data worldwide, 
including in South Africa.44 Reports of the situational analysis of antibiotic 
use and resistance carried out in 2011 by South African stakeholders 
and the GARP through the Centre for Disease Dynamics Economics 
and Policy (CDDEP) project revealed many setbacks in the antimicrobial 
stewardship programmes; amongst which there was the unavailability of 
data from the intercontinental marketing services, causing a bias in the 
real picture of antimicrobial consumption in South Africa. 

Regulation of antimicrobial usage in humans 
Prescriptions in the public sector are guided by the Standard Treatment 
Guidelines which are based on the inclusion and the availability of 
the medicines on the Essential Medicines List.44 Prescriptions are 
unrestricted in the private sector with prescribers selecting whatever 

antimicrobials they feel are most appropriate. Provision is made through 
the Nursing Act 33 of 2005 under Section 56(6) in such a way that 
nurses can also prescribe to patients, especially in public HIV and TB 
healthcare centres. Act No. 53 of 1974 allows pharmacists to diagnose 
and prescribe antibiotics to patients if they suffer from common 
illnesses.45 A comparison of public and private sector data from the past 
3 years from Intercontinental Marketing Services reveals an increase in 
the consumption of certain antibiotics (Table 2). This increase was a 
result of inappropriate use of antibiotics as first-line medicines and a lack 
of awareness of appropriate antibiotic prescribing or simply a willingness 
to use new drug formulations based on their availability on the market or 
based on the emergence of resistance to previous antibiotics. 

Regulation of antimicrobial usage in animals
The Department of Agriculture, Forestry and Fisheries and the National 
Department of Health regulate the use of antibiotics by administering 
the Fertilizers, Farm Feeds, Agricultural Remedies and Stock Remedies 
Act (Act 36 of 1947) and the Medicines and Related Substances 
Control Act (Act 101 of 1965), respectively. The Stock Remedies Act 
36 of 1947 was initiated to control the numerous parasites that were 
infesting South African livestock at the time. As time went by, certain 
antimicrobials, such as growth promoters, were allowed in order to 
help farmers in rural areas to access essential livestock medicines. 
The Medicines and Related Substances Control Act 101 of 1965 was 
initiated for prescription-only medicines and veterinary antibiotics are 
also controlled by this Act. 

Table 2:	 Antibiotics sold in the private and public sector from 2014 to 2016

Antibiotic class 
MAT unitsa (2014) MAT unitsa (2015) MAT unitsa (2016) CAGRb (2014–2016)

% Market share 
(2016)

Private Public Private Public Private Public Private Public Private Public

Tetracycline + combinations 307 170 226 993 000 296 428 114 988 400 282 220 168 296 842 -3% 21% 1% 9%

Chloramphenicol + 
combinations

1124 121 983 109 1014 93 -3% -8% 0% 0%

Broad-spectrum penicillin 
oral

8 249 655 530 513 290 8 607 223 54 045 080 7 826 870 385 061 012 -2% 167% 35% 20%

Broad-spectrum penicillin 
injectable

520 470 49 241 030 533 780 34 687 670 572 498 54 987 307 3% 26% 3% 3%

Cephalosporin oral 1 951 706 12 221 600 1 854 653 1 455 300 1 705 486 7 300 010 -4% 124% 8% 0%

Cephalosporin injectable 2 053 062 16 097 300 2 036 180 10 565 000 2 015 283 76 629 057 -1% 169% 9% 4%

Trimethoprim combinations 1 466 062 966 535 1 491 648 783 509 493 1 437 019 700 365 086 -1% -5% 6% 37%

Macrolides and similar 
types

2 822 661 185 162 200 2 935 812 8 019 700 2 874 181 16 427 840 1% 43% 13% 1%

Oral fluoroquinolone 3 618 738 11 995 000 3 576 474 23 465 600 3 378 464 33 679 945 -2% 20% 15% 2%

Injectable fluoroquinolone 641 067 58 481 659 363 144 100 560 007 2 158 000 -4% 287% 3% 0%

Aminoglycosides 79 908 6578 500 87 101 6 975 300 89 754 6 295 783 4% -5% 0% 0%

Penems and carbapenems 1 141 501 1 991 900 1 276 979 460 000 1 093 413 809 878 -1% 33% 5% 0%

Glycopeptides 179 134 257 500 182 071 285 700 190 314 651 093 2% 51% 1% 0%

Medium-/narrow-spectrum 
penicillins

280 172 626 304 600 292 893 515 183 440 145 960 424 833 433 -20% -9% 1% 22%

All other antibacterials 21 378 2 530 000 25 991 5 899 33 037 28 704 650 16% 6876% 0% 2%

Grand total 23 333 808 1 670 911 057 23 857 579 1 553 790 791 22 205 520 1 906 200 029 -2% 11% 100% 100%

Source: Schellack et al.45 
aMAT, moving annual total, i.e. the total value of the sales figures for the product, over the course of the period displayed. 
bCAGR, compound annual growth rate; this indicator was used as a measure of the market growth over multiple time periods for the two sectors.
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Measures to reduce the incidence and 
prevalence of vancomycin-resistant enterococci
Step 1: Enforcement of the legislation on drug distribution 
and usage 
The dual registration process of medicines through the Agricultural 
Remedies and Stock Remedies Act (Act 36 of 1947) and the Medicines and 
Related Substances Control Act (Act 101 of 1965) presents some flaws 
and has raised concerns about the exacerbation of antimicrobial resistance 
emergence if there is no effective control. Stock remedies are distributed 
to veterinary wholesalers, distributors, farmers’ cooperatives and feed mix 
companies by the manufacturer. Consequently, stock remedies are freely 
available and no record is kept of their use. Moreover, the South African 
situation deviates from the 1998 World Health Organization best practice 
guidelines in that: (1) the dual system of regulating veterinary products 
only partially addresses clear, transparent manufacturing requirements 
(whereas antibiotics listed under Act 101 of 1965 must be authorised with 
a Good Manufacturing Practice licence, stock remedies under Act 36 of 
1947 are not); and (2) most authorised veterinary antibiotics are over-
the-counter stock remedies and often administered by farmers. The 
World Health Organization recommends that only trained and licensed 
professionals decide when and how to use antibiotics.

Step 2: Prioritisation of the use of alternatives to antibiotics 
Although vaccination campaigns are often costly, they could reduce 
the amounts of antimicrobials used in farming.46,47 Moreover, the use 
of probiotics, prebiotics and synbiotics in animal farming should be 
encouraged because these will improve the gut bacterial flora and 
therefore reduce disease occurrence that could necessitate antimicrobial 
usage.47,48 It has been shown that healthier gut microbial flora contribute to 
a better immune system with a better nutrient uptake and less colonisation 
by pathogens.49 Studies have demonstrated the usage of predatory 
bacteria to counter the pathogenic effects of the same strains or other 
pathogens after oral administration in chickens, cows and rabbits.50,51 
Moreover, specific yeast strains with specific properties could be used 
as probiotics.52,53 Because of their specificity and their selectivity towards 
bacterial strains, bacteriophages represent another potential alternative 
to antimicrobial management of illnesses in animal farming even though 
they can be used in combination with some antimicrobials as there is no 
negative interaction between the two treatments.53-56 In addition, there is 
a tremendous amount of research on the potential use of antimicrobial 
peptides such as bacteriocins as an alternative to antibiotics.46,57 The 
South African research stakeholders and the pharmaceutical companies 
should therefore harness substantial research funding in these novel areas 
as they represent huge potential for the future. 

Step 3: Implementation of a nationwide effective antimicrobial 
resistance surveillance system 
Large databases on antimicrobial resistance can be created and used for 
risk analyses and management in the different sectors of activity as well 
as in the different ecological niches that play a role in the dissemination 
and spread of resistant enterococci. Such surveillance systems have 
already been put in place in the European Union and in the USA to trace 
and control the patterns of antimicrobial distribution and that of the 
dissemination of antimicrobial-resistant bacteria. The database produced 
is playing a significant impact in the decision-making spheres in order to 
tackle antimicrobial resistance issues in the EU. This particular measure 
would be efficient if scientists and researchers were at the centre of 
the process and if international collaboration was encouraged because 
of the global aspect of antimicrobial resistance issues. In this regard, 
70 experts from 33 countries gathered in 2011 at the Third World 
Healthcare Associated Infections Forum (WHAIF) that was dedicated to 
antibiotic resistance awareness and action.58 Actions that were agreed at 
this Forum are summarised in Table 3. 

Last but not the least, the adoption of healthy lifestyles and the develop
ment of new drugs and vaccines should be encouraged as these 
constitute new perspectives as far as the therapeutic management of 
VRE infections is concerned. 

Table 3:	 Actions prioritised at the Third World Healthcare Associated 
Infections Forum with respect to antimicrobial resistance

Stakeholder Action to prioritise

Policymakers and 
health authorities

•	 In animals, analogues to human medicines should 
not be utilised and antibiotics should be utilised 
only as therapeutics with certain categories of 
antimicrobials used solely for human therapy

•	 Growth promoters in animal feed should be 
banned worldwide 

•	 Commercialisation of antimicrobials used as 
human medicines should be regulated and 
over-the-counter trading should be prohibited in 
all countries 

•	 International organisations (World Health 
Organization, European Union) should come up 
with a charter of conduct to which all countries 
worldwide will abide, as far as the availability of 
antibiotics is concerned

Human and 
veterinary 
healthcare 
communities

•	 Implement surveillance strategies of antimicrobial 
usage and monitoring systems of emergence and 
spread of bacterial resistance

•	 Promote specific courses in medical and 
veterinary schools for training on antimicrobial 
resistance mechanisms and wise usage of 
antibiotics, taking into consideration the cultural 
background of each country

General public 

•	 Sensitise the general public to the importance 
of antibiotic protection and wise usage of 
antimicrobials, that is, only when it is necessary 

•	 Improvement of sanitation systems and teaching 
of basic hygiene practices such as hand washing 
in order to reduce the spread of illnesses and 
resistant isolates in the environment

•	 Promote the participation of consumers in the 
conception and application of the strategies 
developed

Industrial 
companies 

•	 Design reliable and rapid diagnostic tests that 
could be utilised by a patient or a doctor to guide 
the prescription of antibiotics and avoid their 
prescription for viral infections

•	 Promote research and development of new 
antimicrobials 

•	 Determine new economic paradigms that take into 
consideration public health interests alongside 
industrial quests for profits 

Source: Jarlier et al.58

Conclusion
Antimicrobials have been used in human and veterinary medicine ever 
since they were discovered. The intensive usage of antimicrobials in 
South Africa with their negative impact on food safety and human health 
has led to the emergence and the spread of VREs and other antimicrobial-
resistant bacteria. In fact, epidemiological studies have demonstrated the 
link between antimicrobial usage and the detection of resistant isolates 
in the environment, making therapeutic alternatives for the treatment 
of infections caused by such organisms limited and their subsequent 
antimicrobial resistance genes available in the environment. As VREs are 
becoming a serious health threat in South Africa and worldwide, there is 
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an urgent need to address this issue. Although the use of alternatives to 
antibiotics will effectively slow down the emergence process of resistant 
bacteria such as VREs, a synergistic approach involving the revision and 
the enforcement of laws and regulations on drug usage and distribution 
in South Africa, the encouragement of the invention of novel therapeutic 
molecules and the implementation of a critical nationwide antimicrobial 
resistance surveillance system will have significant impacts on the 
reduction of the prevalence or incidence of VREs as well as that of other 
antimicrobial-resistant bacteria. As awareness among the scientific 
community and the major stakeholders is increasing in South Africa, 
combined international action is required to tackle this issue once and 
for all. 

Limitations
A limitation of this review was the lack of animal antimicrobial consump
tion data because of the unavailability or scarcity of data from wholesale 
suppliers and the Department of Agriculture, Forestry and Fisheries of 
South Africa.
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Pellagra is characterised by dermatological, gastrointestinal and neuropsychiatric manifestations. 
Millions contracted the disease and hundreds of thousands died between the time it was first recorded 
until pellagra was finally recognised as a niacin-deficiency disease. Pellagra became epidemic when 
maize, with its limited bio-availability of nutrients such as niacin and tryptophan, became the staple 
food in the near-monophagic diets of the impoverished and institutionalised. By the mid-20th century, 
pellagra was all but eradicated in large parts. The decline in prevalence can largely be ascribed to a better 
understanding of the link between nutrition and disease, improvements in socio-economic conditions of 
workers and food enrichment. We briefly review aetiological doctrines on pellagra and the global spread 
of the disease from the early 18th century until the middle of the 20th century. In the final analysis, 
we examine the reasons for, and the legitimacy of, the persistent association between pellagra and the 
consumption of maize.

Significance:
•	 Almost two centuries have elapsed since the first description of pellagra and its general acceptance as a 

nutritional-deficiency disease.

•	 The link between maize and pellagra is primarily a reflection of the nutritional inadequacies of a near 
monophagic diet over-dependent on a grain deficient in bioavailable niacin and tryptophan.

•	 We refute the concept of nixtamalisation as the main reason for the apparent absence of pellagra in early 
pre-Columbian North American, Mesoamerican and South American cultures.

Introduction
Pellagra is a nutrition-deficiency disease characterised by dermatological, gastrointestinal and neuropsychiatric 
manifestations. The symptoms are commonly referred to as the three D’s: dermatitis, diarrhoea and dementia, 
which may not necessarily present in that order. Although the symptoms of pellagra are defined as dermatitis, 
diarrhoea and dementia, a wide range of gastrointestinal and neuropsychiatric symptoms may present.1,2 The skin 
lesions appear primarily on those parts exposed to sunlight, such as the dorsum of the hands and feet, with the 
typical ‘Casal’s necklace’ of rough skin in exposed areas around the neck and upper chest.1

Pellagra is the classical syndrome of a severe deficiency of the water-soluble vitamin niacin.2 Niacin, also known as 
nicotinic acid or vitamin B3, and its amide derivative nicotinamide, are precursors of the co-enzyme nicotinamide 
adenine dinucleotide (NAD) which can be phosphorylated (NADP) and/or reduced (NADH and NADPH).3 As NAD 
and its derivatives are involved in a multitude of oxidation-reduction as well as non-redox reactions, severe niacin 
deficiency can lead to death with multi-organ involvement.

Niacin is abundant in a number of different foods – dairy products, cereals, nuts, leafy vegetables, yeast, fish, 
and meat products.4 However, the form in which it occurs and its bio-availability differ. Some foods contain niacin 
in the free form that is highly bio-available. Cereal grains, as a source of niacin, vary depending on the type and 
the processes involved in food preparation. In addition to dietary intake, niacin can also be synthesised from the 
essential amino acid tryptophan via the kynurenine pathway.5 Such de novo synthesis of niacin decreases with 
a deficiency in iron, riboflavin (vitamin B2) or pyridoxine (vitamin B6).6 Several factors may have pellagragenic 
effects, either through their influence on the absorption of niacin and/or tryptophan, or through their effects on the 
conversion of tryptophan to niacin. These factors include excessive leucine intake7, chronic alcoholism1,2, anti-
tuberculosis drugs8, immunosuppressive drugs9, eating disorders and a variety of gastrointestinal disturbances2.

Today, the name pellagra has become virtually synonymous with the term niacin deficiency. However, many 
aetiological theories were explored and almost two centuries elapsed between the first description of the condition 
and its general acceptance as a nutritional-deficiency disease. We briefly review the main proposed aetiological 
doctrines, the global spread of the disease from the early 18th century until the middle of the 20th century and the 
association between pellagra and maize.

Aetiology of pellagra: From vampires to nutritional deficiency
Up until its formal recognition as a dietary deficiency, pellagra has been blamed on various phenomena. It is even 
believed by some to be the origin of the vampire myth on which Bram Stoker’s blood-sucking Transylvanian 
vampire, Count Dracula, was based. This association was perhaps largely because of the sunlight sensitivity 
of pellagrins and the belief that vampires were said to avoid sunlight in order to maintain their strength, but also 
because of shared psychological traits such as insomnia, anxiety, aggression and depression. Similarities between 
the physical and psychological characteristics of pellagrins and that attributed by folklore to vampires are described 
in an intriguing overview by Hampl and Hampl10 based on early 1700s European literature and folklore.

Theories on the aetiology of pellagra can broadly be divided into maize-based theories and those based on factors 
other than the consumption of maize. The latter includes theories that claimed pellagra was caused by a blood-
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sucking insect, the ingestion of semi-dried edible oils and the retention 
of mineral salts, or was an inherited disease, a race-dependent disorder, 
a type of scurvy, a disease related to leprosy and, perhaps the view with 
the most far reaching consequences, a communicable condition caused 
by infectious agents.11-14 A more comprehensive treatise on these early 
aetiological doctrines can be found in a 1912 document by Niles15. 
Probably most important among the theories that attributed pellagra to 
factors other than maize is Sambon’s infectious paradigm that shaped 
the early American investigations and hampered investigations and the 
correct treatment of pellagrins in the USA during the early 1900s.16 Louis 
Westenra Sambon (1867–1931) was born in Milan, obtained an MD 
from the University of Naples and after some award-winning work on 
cholera moved to England where he spent the major part of his career at 
the Liverpool School of Tropical Medicine. In line with his groundbreaking 
theories on sleeping sickness, malaria and yellow fever, Sambon was 
convinced that pellagra was an infectious disease caused by a protozoan 
parasite and transmitted by an insect (Simulium). This parasitic theory 
of Sambon’s was first introduced in 1905 at the meeting of the British 
Medical Association.12,16

The most enduring theories about the aetiology of pellagra were based 
on the consumption of maize, to the extent that an association can still 
be found in modern medical textbooks.1 There were several variations 
of the hypothesis that maize consumption was the cause of pellagra. A 
theory given prominence by the Italian psychiatrist Cesare Lombroso in 
1892, was that pellagra was caused by a toxin in deteriorating maize.13,17 
Lombroso’s toxico-chemical approach, also referred to as the toxic zeist 
or spoiled maize theory, stated that inadequately dried, stored maize, 
under the influence of microorganisms, undergoes certain changes with 
the formation of one or more toxic chemical substances that could lead 
to pellagra. Lombroso’s theory was more explicitly articulated in a 1905 
pamphlet by Alpago-Novello, president of the Pellagrological Commission 
of the Province of Belluno and close friend and follower of Lombroso: 
‘he who eats safe corn does not develop pellagra, but he who eats rotten 
corn does’18. Scores of microorganisms were subsequently tested in 
various countries in an attempt to find the causative agents.13 Two further 
views developed as outflows of the toxic maize theory, i.e. the belief that 
good uncontaminated maize itself carries toxic substances, and the view 
that when spoiled maize is ingested certain toxic substances are formed 
within the body.19

In contrast to hypotheses based on the toxic-maize theme, many 
investigators suspected nutritional deficiencies, rather than toxicity, to 
be the causal link between maize and pellagra. The Spaniard Gasper 
Casal (1650–1759), who first officially documented pellagra, in 
observing the prevalence of the disease in those subsisting on maize 
as a staple food, recommended the inclusion of vegetables and cow’s 
milk to their diets. This concept of a nutritional inadequacy was more 
explicitly defined in 1810 by the Italian Giovanni Marzari who attributed 
pellagra to an unknown deficiency in diets over-dependent on maize.20 
Filippo Lussana (1820–1897), an Italian medical practitioner and 
clinical neurophysiologist, was more specific, and in a 1856 publication 
Lussana and Carlo Frua described a proteinaceous insufficiency as 
the cause of pellagra, declaring the protein content of maize to be far 
below that required for health.21 In 1914, the specific ‘nitrogenous 
substance’ referred to by Lussana and Frua, and today known as the 
substrate for de novo synthesis of niacin, was identified as tryptophan 
by Mendel and Osborne. Lafayette Mendel, a professor of physiological 
chemistry with an interest in the relative values of various proteins for 
growth and health, and his co-worker at Yale, Thomas Osborn, a chemist 
interested in the amino acid composition of plant proteins, demonstrated 
the low availability of tryptophan and lysine in zein, the major protein 
of maize.22 During these early years of the study on protein chemistry, 
several workers were involved in the pursuit of what was deemed 
‘micronutrients that could prevent disease’. The Polish biochemist 
Casimir Funk (1884–1967), working successively in Paris, the Lister 
Institute and the USA, is generally accredited with being the first to use 
the name vitamins (vitamines) in 1912 and to propose among others 
an ‘antipellagric’ vitamin.23 In a paper, largely ignored at that time, Funk 
suggested that a change in the method of milling maize was contributory 
to the prevalence of pellagra.24 As discussed in later paragraphs, this 
suggestion was, in fact, correct. The so-called ‘vitamine hypothesis’, 

inferred by Funk in early 1912 was later that year articulated by Fleming 
Sandwith and Rupert Blue, members of the American Clinical and 
Climatological Association.25

Despite these early observations17,19,20, formal recognition of the disease 
as a nutritional deficiency only happened at the beginning of the 20th 
century26. There was some opposition to this recognition, which 
should largely be seen against the background of the then prevailing 
knowledge of clinical medicine. The concept of nutritional deficiencies 
as causes of disease, despite being implied more than a century earlier 
by individuals such as Italian Giovanni Marzari,20 was in its infancy and 
the general belief was that good nutrition consisted of proteins, fats and 
carbohydrates as the essential elements. It is also important to remember 
that the decisive work that led to confirmation of pellagra as a nutritional 
deficiency was performed not long after Robert Koch’s identification 
of Bacillus anthracis in 1875 – therefore during a period when many 
diseases of unproven aetiology were suspected of being of bacterial 
origin. Thus, the commonly held opinion by the early 20th century 
was that pellagra was an infectious and communicable disease.26 Two 
theories contributed to the persistence of the germ theory: the spoiled 
maize theory of Lombroso13,18 and Sambon’s theory of pellagra as a 
vector-borne infectious disease12,25.

In 1914, Joseph G. Goldberger confirmed pellagra as a nutritional-
deficiency disease by managing to cure, prevent and induce it through 
dietary manipulations in institutionalised humans.26,27 By then, several 
groups – including the physician Claude Hervey Lavinder, assigned in 
1909 to pellagra investigation by the USA Public Health Service – had 
already shown that pellagra could not be transmitted from humans to 
other animals.25 Goldberger confirmed that pellagra was not contagious 
by injecting himself, his wife and his associates with blood from 
pellagrins. In his quest to demonstrate pellagra as a nutritional deficiency, 
he showed, in children in an orphanage, that pellagra could be cured by 
improving their diets. These findings were corroborated when pellagra 
was induced by inadequate maize-based diets in inmates of the Rankin 
Prison Farm who participated in the study in return for early release.26,27 
Goldberger named the causative deficient factor pellagra-preventative-
factor, the substance earlier described by Funk as an ‘antipellagric 
vitamine’. The pellagra-preventative-factor was eventually, in 1937, 
identified as nicotinic acid (niacin) by an American biochemist, Conrad 
Elvehjem, and his colleagues. This investigation was done in dogs, in 
which the deficiency presents as black tongue.28 Spies, Blankenhorn and 
Cooper subsequently showed that niacin also cured pellagra in humans, 
for which Time Magazine dubbed them its 1938 ‘Men of the Year in 
Comprehensive Science’.29 The work of Goldberger, Elvehem, Spies, 
Blankenhorn and Cooper underlined the role of nutritional deficiencies in 
disease and paved the way for niacin enrichment of certain foodstuffs. It 
should be mentioned that similar contributions were made in Italy between 
1937 and 1940, in which Frontali, Visco and others demonstrated the 
therapeutic effects of nicotinic acid. However, as a consequence of the 
general political situation of the period and publication in Italian and 
German journals, their papers were less accessible to the international 
scientific community.18

While the conundrum surrounding the aetiology of pellagra was, for 
practical purposes, now resolved, general acceptance of the concept 
of pellagra as a nutritional deficiency was, particularly in the USA, 
hampered by two factors. One of these was the findings of the influential 
US Thompson McFadden Pellagra Commission of Carolina that studied 
pellagra over the period 1912 to 1914.30 The Commission erroneously 
concluded that pellagra was an infectious disease and that it was not 
possible to explain pellagra from the viewpoint of a deficient diet alone.30 
The other obstacle was socio-political. The association of pellagra 
with poverty-linked malnutrition, coupled to the high prevalence in the 
southern states, presented an embarrassment to southern pride with 
subsequent public denial of the connotation by politicians.31

Spread and prevalence of pellagra
Pellagra in Europe
The earliest records on pellagra appeared during the first half of the 
18th century in Spain, but by the second half of the 19th century it had 
also been described in France, Italy, Romania, and Great Britain, with 
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incidences of pellagra reported for Portugal, Austria, Bulgaria, Serbia, 
Croatia, Bosnia, Turkey, the Ionian Island of Corfu and Poland.15

The symptoms of pellagra were first documented in 1735 in poor 
peasants of the Asturian region of Spain by the Spanish court physician, 
Don Gasper Casal.32 At that stage it was referred to as mal de la rosa. 
Casal not only noted the typical dermatological symptoms, but also 
the gastrointestinal and neurological features and the association 
with maize-based diets. His findings were published posthumously in 
1762 as a chapter in the ‘Historia Natural y Medica de el Principado 
de Asturias’.18 By then, a French physician, Francois Thiery, had, after 
an earlier visit to Casal, already in 1750 published a description of the 
disease.18,31 The formal naming of the disease as pellagra, in 1771, 
is ascribed to an Italian physician, Francesco Frapolli.18,32 However, 
the term ‘pellagra’ – which means ‘rough skin’ – is derived from the 
Lombard dialect of Northern Italy and may have been in popular use 
long before its introduction into medical literature.18 In 1784, a special 
hospital for pellagrins and for study of the disease, the Joseph II Pellagra 
Asylum, was established in Legnano (Milan) by warranty of Emperor 
Joseph II of the Hapsburgs.15 The Italian physician Gaetano Strambio 
(1752–1831), head of the asylum, is said to have written, not only an 
excellent treatise on the physical symptoms, but also one of the best on 
the neuropsychiatric manifestations of pellagra.

Pellagra remained endemic for over 200 years in those regions of Italy 
over-dependent on maize as a staple crop for peasants.18,33 In certain 
areas, up to 3% of agricultural workers were affected. The highest 
prevalence of pellagra was seen in the North – especially Veneto and 
Lombardy.33 For Italy as a whole, the highest prevalence appeared to 
have been over the period 1871 to 1884 with 104 067 officially reported 
pellagra cases out of an estimated total population of about 290 107.15 
Records suggest that a progressive decline occurred towards the 
end of the 19th to the beginning of the 20th century, coinciding with 
improvements in the socio-economic conditions of the peasantry.18,33

The disease was first reported in France in 1818 in the vicinity of 
Arcachon in Gascony.15 Numerous reports appeared during the early 
19th century which referred to pellagra among poor peasants in the 
provinces of Gironde, the Landes, the Haute-Garonne, and areas 
adjacent to the Pyrenees.34 These reports coincided with a widespread 
increase in the cultivation of maize, with maize becoming the staple 
food of poor peasants, especially those in the land tenure system.34,35 
Hospitals were established at Auch, Montpellier and Pau, for what Marie 
referred to as ‘the terrible pellagrous insanity’36. Pellagra was a major 
subject of interest in scientific and sociologic thought and literature from 
1829 to1880 and subsequent social reforms and agricultural changes 
led to a dramatic decrease in the prevalence of pellagra among the 
population, with asylums for pellagrins becoming vacant. It is suggested 
that pellagra was virtually eradicated from large parts of France by 
1880.15,34,35 The French physician Roussel, who later entered politics, 
was instrumental in bringing the disease to the attention of physicians, 
legislators and the French public, and contributed to bringing about 
legislation to improve the living conditions and diets of the rural poor, to 
diversify crop cultivation and to increase animal husbandry.15,34,35

The first case in Romania was reported in 1810.15,19 By the 1930s, the 
number of cases had steadily increased until, by 1932, a total of 55 000 
cases with 1654 deaths had officially been recorded in the estimated 
population of about 184  300. Pellagra occurred mainly in poor farm 
and other labourers for whom about 75% of calories were provided by 
whole yellow maize. A permanent medical committee was appointed 
in 1888 to study the aetiology and means of combatting pellagra and 
many prestigious Romanian doctors and major university centres were 
involved in the study of pellagra.19 However, implementation of the 
findings appears to have been hampered by financial constraints and the 
fact that authorities were more interested in other diseases.19

Pellagra apparently never reached epidemic proportions in Great Britain. 
The first confirmed case was seen in 1863 by Dr James Howden, 
superintendent of the Montrose Royal Asylum.37 In 1909 a young woman 
from the Shetlands was admitted to the Royal Edinburgh Asylum and 
was seen by Drs Brown and Cranston.37 The first officially recorded death 

as a result of pellagra in England occurred in 1912 in a boy admitted 
to St Thomas’ Hospital in London with obscure nervous symptoms.38 
Three more cases of pellagra in children were described by Box over 
the period 1913–1914; two of these cases were fatal and, in 1923, two 
more cases were reported by Hutchison and Paterson39. A small number 
of other isolated cases are mentioned in a 1913 paper by Sambon who 
believed pellagra to have been endemic, if not in Great Britain, than at 
least in Fifeshire, Forfarshire, Aberdeenshire and the Shetland Islands.37 
Although documented evidence does not support the idea that pellagra 
ever reached endemic proportions, it is possible that many cases may 
have been overlooked as a result of medical inexperience. This view 
is supported by papers from a number of doctors in Great Britain. For 
instance, in 1934, Stannus and Gibson wrote: 

Pellagra is certainly a rare disease in Great Britain: 
owing to the fact that it is an affection that perhaps 
very few have learned to distinguish and there 
can be little doubt that a proportion of the cases 
go unrecognised.40 

By 1941 a similar report appeared in the British Medical Journal.41 The 
low incidence is inexplicable as at least three major famines occurred in 
Great Britain over the period of the early history of pellagra: Irish Famine 
of 1740–1741, Great Irish Famine of 1845–1853 and the Highland Potato 
Famine of 1846–1856. Malnutrition-related diseases are also indicated 
by a British Army Medical Service report on the rejection, on medical 
grounds, of about 40% of volunteers for the Boer War (1899 to 1902).42

Pellagra in Africa
Pellagra has not only been recorded in the normal population in Egypt, 
but also among prisoners of war (POW) and refugees. Although 
definitive statistics of the incidence among the general population 
in Egypt are not available, pellagra is said to have been prevalent in 
certain country districts with at least 55% of pellagrins being agricultural 
workers.43 A 1937 report on clinical investigations of inhabitants of 
villages in the Nile Delta showed a 34% incidence of pellagra. Three-
quarters of these pellagrins were subsisting on pure maize bread and 
parasitic infections of the gastrointestinal tract were almost invariably 
present. The disease was less common in Upper Egypt, where the diets 
were also more varied.44 According to Miller and Ismail43, millet was the 
staple food in Upper Egypt, while maize was the staple food in Lower 
Egypt. The first documented institutionalised pellagrins were probably 
the 40–50 ‘pellagrous lunatics’ reported in 1892.15 Miller and Ismail’s 
1920 paper describes a further 757 cases of pellagra admitted to the 
Khanka (Khānkah) Mental Hospital in Egypt over the period 1912–
1920.43 The fatality rate for these patients, whom they referred to as 
‘insane Egyptian pellagrins’, was 32%. Significant numbers of pellagrins 
were also admitted to the Kasr el Ainy Hospital, as well the Abbassia 
(Abbāsiyya) Asylum for the Insane in Cairo.45 The prevalence of pellagra 
among POWs and refugees in Egypt was high. During the winters of 
1916–1918, the number of pellagrins among the Ottoman POW in Egypt 
reached epidemic proportions, while much lower rates were observed 
among the German and Austro-Hungarian prisoners – the difference 
ostensibly because of the ‘European diet’ provided to the latter, whereas 
the Ottoman POWs received a ‘non-European diet’ of lower nutritional 
value.46,47 Pellagra was also prevalent among the 1916–1917 Armenian 
refugees at Port Said.48

Pellagra is said to have become a problem in South Africa following the 
outbreak of rinderpest in 1897, which killed most of the cattle, leading 
to a marked deterioration in diets.49 The first quantitative documentation 
of pellagra in South Africa seems to be in 1906: 150 pellagrins were 
diagnosed among the 3000 Zulu rebel prisoners, captives of the 
Bambatha uprising led by Bambatha kaMancinza against British rule 
and poll tax in KwaZulu-Natal.50 It is said that that the prisoners received 
mainly maize while in captivity, but that inadequate diets before captivity 
may have contributed.50 Based on published reports and their own 
research, Gillman and Gillman51 estimated that about 2000 cases of 
pellagra were documented over the period 1906–1945. In scrutinising 
the original papers, it is evident that pellagra was predominantly found in 
black populations with inadequate diets (with maize and maize flour as 
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the main sources of calories). Beyond the time frame of this paper, but of 
interest, is the observation that the incidence of pellagra increased until 
the late 1970s whereafter a decline was seen.

Isolated reports on pellagra in the rest of Africa are available leading 
up to 1945. According to papers referred to in a 1951 book by Gillman 
and Gillman51, two cases were reported in the Gold Coast (Ghana), six 
cases in Kenya, five cases in Tanganyika (Tanzania), and seven cases in 
Uganda, while estimates varied from endemic for Rhodesia (Zimbabwe 
and Zambia) and Sudan to between endemic to epidemic in Nyassaland 
(Malawi), Basutoland (Lesotho) and Swaziland. In view of periods 
of starvation as a consequence of natural disasters and population 
displacements, and in examining later (post-1945) reports on pellagra 
in Africa, especially among food aid dependent populations, it is feasible 
to suspect the prevalence to have been much higher than that concluded 
from official reports.

Pellagra in Asia
The first official records of pellagra in China appear to be in 1923 when 
six cases were reported in Shanghai and one in Wuhu and, in 1926, 
with one reported case in Peking (Beijing).52,53 Forty more cases of 
pellagra were reported 14 years later from a hospital for the Shanghai 
War Refugee Camps.54 Wilkinson55, in a 1944 publication in The Lancet, 
referred to a high prevalence of nutritional diseases in China, with 
pellagra having a much higher incidence in the South than in the North. 
It is possible that the extensive use of soya beans popular in the North, 
but not in the South, may have accounted for the lower prevalence of 
pellagra in the North.52 Wilkinson blamed pellagra on poverty and a 
diet of polished rice.55 Some support for his suggestion came years 
later when an outbreak of pellagra (0.57/10  000/day) was seen in 
March 1994 in Bhutanese refugee camps in Nepal where polished rice 
formed the emergency food aid.56 Suggestions that pellagra was not as 
rare in China as would be implicated by the sparse available literature 
are also supported by a limited number of meta-analyses of earlier 
case histories.57

For India, as for China, nothing appears to be known about pellagra 
before the 20th century. Lowe58 reported in 1931 on what may be the 
first officially recorded cases: 40 pellagrins among inmates of a leper 
hospital. Over the ensuing decade, isolated cases were reported by 
Lowe in 1933, Raman in 1933, Manson-Barin in 1935, Rogers and 
Megaw in 1935, Panja in 1935, Raman and Rau in 1936, Harris in 
1939, Gupta et al. in 1939, Bajaj in 1939 and Goodall in 1940,59 with 
most authors suggesting pellagra to be rare in India. Carruthers59, 
who reviewed 10 representative cases from a larger cohort of patients 
admitted to the Miraj Hospital in Bombay (Mumbai) over a period of 
2 years, hypothesised that pellagra was a common condition in the 
Bombay Deccan and possibly endemic in India; supporting evidence is, 
however, lacking.

Even less information is freely available on pellagra in trans-continental 
Russia. Although it is claimed that pellagra was common among 
prisoners of the Soviet labour camps (the Gulag) that existed between 
1923 and 1961,60 no official records seem to be available. Nevertheless, 
from a paper in a Soviet medical journal, describing the eradication of 
pellagra in the USSR,61 it is feasible to assume that the disease was 
prevalent – at least to some extent.

Pellagra in the United States of America
The USA has perhaps the best statistics on the prevalence of pellagra. 
Mortality data were gathered by each state department of health and 
compiled by the National Centre for Health Statistics (NCHS) of the 
US Department of Health and Human Services.62 Pellagra is generally 
said to have first officially been reported in the USA in 1902 in a 
farmer presenting with dermatological symptoms, severe melancholia 
and suicidal ideation.26 However, it has been suggested that endemic 
pellagra was already present after the Civil War, but that the spread of 
information was suppressed for political reasons.31,63 Further evidence 
that pellagra was known in the USA earlier than 1902 comes from 
excerpts of the Transactions of the National Conference on Pellagra, 
held under the auspices of the South Carolina State Board of Health at 

the State Hospital for the Insane, Columbia, South Carolina, in 1909, 
in which it was suggested that pellagra had already been discussed 
at a meeting of asylum superintendents in Washington as far back as 
1864.64 Furthermore, retrospective analyses showed that practitioners in 
the Spartanburg area had seen patients with pellagra-like symptoms as 
early as 1885, and when the case records of the South Carolina Hospital 
for the Insane were reviewed, it appeared that pellagra-like symptoms 
had been present among the inmates as early as 1834.26

It is estimated that about 3 million people, out of a reported total 
population of about 120 million, were affected and 100 000 might have 
died in the USA over four decades – the majority in the American South.26 
This number is believed to be an underestimation as some states may 
not have reported their pellagra cases.31 Pellagra in the USA occurred 
predominantly in the poor who subsisted on maize as a staple food, 
such as sharecroppers, tenant farmers, cotton mill workers, residents 
of orphanages and inmates of state penitentiaries, and was reported, 
above all, in mental institutions. In 1906, 88 cases of pellagra were cited 
in the Mount Vernon Hospital for the Coloured Insane with a case fatality 
rate of 64%. Similar outbreaks were seen over the period 1909 to 1911 
in Illinois mental hospitals, with case fatality rates of 50% in Peoria, 40% 
in Kankakee and 33% at the Elgin State Hospital.55 Statistics are available 
for at least two orphanages – the Methodist Orphanage in Jackson with 
a pellagra prevalence of 32% and the Baptist Orphanage at Jackson with 
a prevalence of 60%.31

The number of deaths in the USA peaked at about 7000 per year in 1928 
with much higher death rates for female than for male individuals and for 
non-white than for white individuals.65 A sharp decline in mortality rates 
occurred between 1928 and 1932 in the USA, and again from 1939 
onwards.57,65 Various factors contributed to the decline in the incidence, 
including a greater awareness of the nutritional values of foods, 
voluntary bread enrichment by bakers, and food fortification through 
federal regulation.65 Nutrition programmes in the USA were accelerated 
in the 1940s when it came to the attention of the authorities that 25% 
of draftees were rejected from military service as a result of evidence 
of some or other form of malnutrition. However, the more permanent 
eradication of pellagra occurred only with improvements in the socio-
economic status of the workers.

Pellagra and maize
Maize is said to have been domesticated in Mesoamerica around 3500 
BC, from where it spread to the American continent and, after European 
contact in the late 15th and early 16th century, to the rest of the world.66 
Maize was introduced to Europe in the early 16th century67 and, during 
the 16th and 17th century, largely replaced several other foods as the 
staple food for the poor and as a cheap source of food for those confined 
to mental institutions and orphanages in Southern Europe and the USA. 
Several reasons exist for the preferential cultivation of maize. Maize, 
when introduced into the Old World, increased the yield of food calories 
per acre well beyond that previously provided by rye and wheat.31 In 
addition, cultivation was less labour intensive and large areas could 
be planted more economically – all contributing to maize becoming a 
cheaper staple crop,33 affordable to impoverished populations and the 
institutionalised on inadequate low cost diets. Historically, outbreaks 
of pellagra were seen, largely, when maize took over as staple food. 
Whether pellagra made its first appearance only after the introduction of 
maize into the Old World is perhaps questionable. To quote from a writing 
dated more than a century ago (1912):

…it is probable that pellagra appeared in Europe 
long before its scientific description, but was 
classed as either gastrointestinal, or nervous, or 
mental, or leprous, or scorbutic diseases. It is, 
therefore, somewhat difficult to determine whether 
or not pellagra appeared in Europe before the 
advent of Indian corn as a food.15 
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Pellagra, maize and niacin deficiency
Since confirmation of pellagra as a nutritional deficiency – often caused 
by an inadequate diet over-dependent on maize – the term pellagra has 
become synonymous with niacin deficiency. Maize is, however, not 
totally devoid of niacin. The problem is partially to be found in the bio-
availability of niacin in mature maize. Depending on the type of maize, up 
to 99% of the niacin in hard mature, but not immature, maize is present 
as niacytin, which is niacin bound up in a complex with hemicellulose 
that is nutritionally unavailable to humans.68 This property is, however, 
not unique to maize as the niacin in sorghum, wheat, rice and barley 
has also been shown to be in chemically bound form68 – which may, 
in theory, have contributed to isolated reports of pellagra in populations 
in which sorghum or rice were consumed69. Part of the problem 
with maize as a staple food appears to reside in the process of food 
preparation. Boiling of maize is arguably said to not have a significant 
effect on the availability of niacin, but nixtamalisation (preparation of 
maize or other grain by soaking and cooking in an alkaline solution), 
roasting and fermentation of maize have been shown to render the niacin 
more bioavailable.68,70,71 In fact, nixtamalisation, as in the preparation of 
tortillas, is by many considered the main reason for the apparent absence 
of pellagra in early pre-Columbian North American, Mesoamerican and 
South American cultures. However, there are many reasons to doubt this 
assumption. Although nixtamalisation releases niacin, at least 30%, but 
probably considerably more, of niacin is destroyed by nixtamalisation 
as performed by pre-Columbian Mesoamerican cultures.70-72 In addition, 
other practices and dietary habits known to influence niacin intake also 
existed. Fermentation of maize was, for instance, performed in the 
preparation of Pozol (in the form of a dough or drink) which is said to 
have a higher nutritional quality than either raw maize or tortillas70,71, while 
huitlacoche, a maize fungus rich in amino acids, formed part of the diet 
of pre-Columbian Mesoamerican culture73. Furthermore, various types of 
maize exist and indications are that floury maize with a soft, nutritionally 
more bio-available endosperm, was preferentially used in Mexico, 
Guatemala and the Andean countries.70 However, the most important 
motive for doubting the assertion of nixtamalisation as the main reason 
for the ostensible absence of pellagra is that these populations were 
by no means monophagic populations over-dependent on maize – as 
evidenced by the many books and papers on Pre-Columbian cuisine.

Beyond the limited bioavailability of niacin in unprocessed mature maize, 
another, probably even more important, factor that could contribute to 
the pellagragenic potential of maize is the amino acid imbalance of zein, 
the main protein of maize.70 Although the total protein quality of common 
maize is not significantly different from that of most other cereals, zein is 
deficient in the essential amino acids lysine and tryptophan70 – substrates 
for the de novo synthesis of niacin. The tryptophan levels do, however, 
vary in different types of maize and are influenced by environmental 
conditions.70 In addition, maize contains considerable amounts of 
the amino acid leucine74 which, when present in high concentrations, 
interferes with de novo synthesis of niacin from tryptophan by inhibiting 
quinolinate phosphoribosyl transferase and, in addition, lowers the 
body’s tryptophan levels7. Preliminary indications are that leucine in itself 
could exacerbate the mental derangements associated with pellagra.75

Besides the low bio-availability of niacin and the deficiency of tryptophan 
in unprocessed maize, these nutrients may be lost in the milling process 
whereby the aleurone and germ is removed to form the refined product.68 
Up to 80% of niacin and the two vitamins necessary for de novo 
synthesis of niacin from tryptophan (i.e. riboflavin and pyridoxine) may 
be removed by milling, not only from maize, but also from rye, wheat, 
barley, rice and sorghum.76 Indications are that degerming may also 
remove considerable amounts of tryptophan from maize, but not from 
other cereals.76 Crude stone-grinding processes, instead of the newer 
industrialised milling, has been suggested as the reason for what seems 
to be a relatively low incidence of pellagra in the early 20th century in 
South Africa.50

Erstwhile competing theories on the pellagra–maize link
From an aetiological point of view, the association between maize and 
pellagra was predominantly sustained by two competing theories: 

Lombroso’s spoiled maize theory and the nutritional deficiency theory 
usually associated with Goldberger. Although the nutritional theory 
on pellagra is now generally accepted, the spoiled maize theory of 
Lombroso contributed to the persistence of the association between 
maize and pellagra even after pellagra was confirmed to be a nutritional-
deficiency disease.71 Not generally acknowledged is the fact that both 
theories were anticipated by others long before the work of either 
Lombroso or Goldberger. Front-runners to the work of Goldberger 
were mentioned in the section on the aetiology of pellagra. Similarly, 
disease as a result of the ingestion of mould-infested grain was known 
long before Lombroso’s work on microorganisms such as Aspergillus 
glaucus, Eurotium herbariorum, Oidium lactis maidis, Penicillium spp., 
Sporisorium maidis and Sporotrichum maidis as potential producers of 
a pellagra-inducing toxin.74,77 It is feasible to accept that Lombroso was 
familiar with ergotism, which is caused by the ingestion of the alkaloids 
produced by the Claviceps purpurea fungus that infects rye and other 
cereals. He might also have known about the association between 
mould-infested maize and pellagra, earlier described by investigators 
such as Guerreschi and DeRolandis in 1814 and 1824, respectively, 
and in 1845 by Balardini who suggested Sporisorium maidis as the 
causative fungus.13

The idea of an association between pellagra and spoiled maize was 
not totally abolished by the confirmation of pellagra as a nutritional 
deficiency. Several continued to study the link, not only with regard to 
maize, but also with sorghum and other grains, and some even came 
to consider pellagra as a mycotoxicosis.69,72 Various factors contributed 
to the endurance of Lombroso’s spoiled maize theory, not least socio-
political motives. Admitting pellagra to be a nutritional deficiency would 
have reflected poorly on the political and social issues of food availability 
to the lower social classes in Europe.18 In the American South, recognition 
of pellagra as a poverty-associated nutritional deficiency would have 
been an embarrassment to Southern pride.31 The spoiled maize theory 
on pellagra was also reinforced by evidence of pellagra outbreaks when, 
under conditions of food emergencies, spoiled maize was imported to 
areas previously not associated with the disease, such as the outbreak 
on the Island of Corfu (1858 and 1866), and epidemics in Yucatan, 
Mexico when maize was shipped under unfavourable conditions of 
humidity and temperature, first from New York in 1882, and again in 
1907 from New Orleans.15,67 

Although the concepts of pellagra as a nutritional deficiency and pellagra 
as the result of spoiled maize are generally seen as two separate 
theories, it is impossible to overlook potential interactions between 
them. Spoiled maize, and therefore mycotoxin exposure, is generally 
more likely to have occurred in populations for which improper methods 
of food handling and storage are common and malnutrition was already 
a problem.78 Furthermore, toxins from contaminated stored maize could 
have had devastating effects on agriculture and on livestock, further 
contributing to poverty and malnutrition,78,79 and by implication to the 
prevalence of pellagra. Of interest is the fact that, although not related to 
pellagra per se, both the association between spoiled maize and disease, 
and the association between nutritional deficiencies and disease, have 
now evolved into major scientific disciplines.

In summary it can be said that the link between maize and pellagra cannot 
be denied. From an historical point of view, a major reason for the strong 
association between the disease and maize is that pellagra was often 
observed when maize, with its limited bio-availability of niacin, as well as 
its amino acid imbalance and tryptophan deficiency, replaced other more 
nutritional foodstuffs as staple for peasants and other impoverished 
populations subsisting on near monophagic diets. More recent evidence 
of an association between pellagra and the nutritional deficiency of maize, 
is to be found in the fact that pellagra was until recently still reported in 
sub-Saharan Africa (Mozambique, Malawi, Zimbabwe, Swaziland) in 
food aid dependent populations, in food emergencies, in refugee camps 
and among refugee returnee populations.80 Pellagra prevalences of up 
to 13% were reported and supplementation of the maize-based food aid 
rations with peanuts, and on occasion niacin, was seen to bring about 
significant relief.80 Enormous efforts went into the early studies on the 
aetiology of pellagra. Although dermatological symptoms were probably 
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the major diagnostic indicators during the early history of pellagra, 
gastrointestinal and neuropsychiatric symptoms were well recognised 
and diagnosed. Today the diagnosis of pellagra and estimates of niacin 
deficiency are mainly based on the dermatological symptoms. Niacin is 
the precursor of the all-important coenzyme NAD and we are starting to 
understand the mechanisms through which niacin and NAD deficiencies 
can influence virtually all physiological processes, from cerebral 
functions to genomic stability. Yet, the levels of niacin and its precursor 
for de novo synthesis (i.e. tryptophan) are still rarely measured for 
diagnostic purposes or in nutritional surveys.

Conclusions
Pellagra seems to have followed wherever maize became the staple 
food. This persistent association between maize and pellagra is not 
unwarranted. It is, however, largely the result of the socio-economic 
circumstances and near monophagic diets of the underprivileged and 
the spread of maize, with its limited bioavailable niacin and tryptophan, 
as a staple food. Largely, two theories sustained the dogged association 
between maize and pellagra. Although pellagra is now generally accepted 
as a nutritional deficiency, spoiled maize could have contributed indirectly 
through its effects on food production.
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Solar energy is a poorly tapped energy source in northern KwaZulu-Natal (South Africa) and many 
locations in the region have no available measured solar radiation data. Unfortunately, these areas are 
among the rural, non-commercial farming areas in South Africa that need to harness solar radiation as 
an alternative energy source for their needs. These communities are mostly disadvantaged and unable to 
access the currently sophisticated approaches available for the prediction of such data. For this reason, 
a modelling tool accessible to these communities has been created using data from the South African 
Sugarcane Research Institute at eight stations in the region. This article presents the physical approach 
which can be used within readily available resources such as Microsoft Excel to develop a simulation 
environment that can predict monthly daily average solar radiation at locations. A preliminary model was 
later customised by considering the physical condition at each individual location. The validated tool 
provides estimations with a percentage root mean square error (%RMSE) of less than 1% for all locations 
except for Nkwaleni which had 1.645%. This is an extremely promising estimation process as compared 
to other methods that achieve estimations with %RMSE of above 10%. The simulation environment 
developed here is being extended to predict the performance of solar photovoltaic systems in the region. 
Using data from other sources, the approach is also being extended to other regions in South Africa.

Significance:
•	 The study modifies the physical approach that is deemed complicated to something that can be accessible 

to many communities.

•	 The accuracies achieved with this approach (<0.9%RMSE) in the considered region are commendable.

•	 The approach can be extended to other regions in South Africa.

Introduction
Northern KwaZulu-Natal is mostly rural with weather data collection stations widely spread apart. The South African 
Sugarcane Research Institute has data collecting points that leave most areas of interest with no measured records. 
South African universities have initiated a community that collects weather data and publishes it on the Internet1 but 
still these areas are not covered. Some researchers use satellite data to estimate the data at a location. However, 
these approaches are rather sophisticated and expensive, making them inaccessible for rural communities. 

Weather data are used by many disciplines and solar energy conversion is one such field. This field involves 
engineers, economists, meteorologists, peasant farmers and rural communities to mention a few. Many researchers 
have estimated solar radiation in areas that have some data collecting stations but these methods are mostly 
abstract and not easily explicable. Other researchers use satellites to estimate the required data – an approach 
that is rather sophisticated and expensive for rural communities. This article presents a physical approach using 
readily available resources like Microsoft Excel to develop an environment that can be used to predict monthly 
daily average solar radiation and eventually assist in photovoltaic system performance analysis. This approach is 
a consolidation of various reports on the intensity of solar radiation on the earth’s horizontal surface in an effort to 
come up with a non-abstract prediction of the same in northern KwaZulu-Natal. The model is part of a larger model 
designed to predict the performance of solar photovoltaic systems in the region. Only the equations deemed to 
be effective towards the prediction were extracted from the literature. Weather data from eight stations in northern 
KwaZulu-Natal were used in the analysis of solar radiation trends in the region. Two of the stations with latitudes 
at the centre of the investigated region were used to generate a preliminary model. Four other stations were used 
to refine the preliminary model and the final two (with the lowest and the highest latitude) were used to validate 
the model. 

Photovoltaic system designers need to have an estimation of daily monthly average solar radiation for locations 
where no data collecting stations are present in order to size photovoltaic electrical generating systems 
appropriately. One of the widely used methods of estimation is a correlation between solar radiation and sunshine 
hours introduced by Angstrom2, and later modified by Prescott3, and the original form of the formula is:

G S
=a+b

G0 S0
,	 Equation 1

where 
G
G0 is the ratio of the total solar radiation to the available solar radiation at the top of the atmosphere and 

S
S0

 is the ratio of the measured sunshine duration to the theoretically available sunshine hours. The coefficients a 
and b are calibrated to suit the various location. It is observed from Equation 1 that the total solar radiation G is 
proportional to the actual effective sunshine hours S of a given location.

Others have estimated mean monthly solar global radiation as a function of temperature.4 Here the difference 
between the maximum and minimum temperatures has been used. These methods include the Bristow–Campbell 
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model5 and the Allen model6. Rainfall and temperature measurements 
have also been used to make the estimation.7 Artificial neural networks 
have been used as an alternative computational approach to estimating 
daily monthly average global irradiation.8,9

The ethos of these methods is to offer a way of estimating solar radiation 
without delving into what has been perceived as the more complicated 
physical approach.10 These methods are abstract and are not easily 
explained practically. This study falls back on the more realistic physical 
approach. With this approach, the prediction of monthly daily average 
solar radiation averages is done starting with the value of the solar 
constant, I0.

11 A simulation environment was developed in Microsoft 
Excel to assist in the prediction of solar radiation at locations in Northern 
KwaZulu-Natal, a subtropical region in South Africa. Microsoft Excel is 
an environment commonly used for computation by many fields and 
is mostly easily accessible to disadvantaged communities. This tool 
and other similar open-source tools can be used effectively to make 
informed decisions on solar energy availability at specified locations. 
This makes the estimation process open to the user and corrections to 
the estimations can be made readily if necessary – a welcome advantage 
that is masked by commercially available software.

Earth’s atmosphere and solar irradiance: A review
Photovoltaic cells react to the photo energy incident on their top surfaces 
to generate a current or voltage that can be harnessed as a source of 
electrical energy. Photo energy passing through a medium is attenuated 
according to the properties of the medium. Therefore, photo energy from 
the sun is scattered by clouds and atmospheric particles, absorbed by 
atmospheric particles, gases and clouds, diffused and or reflected as it 
traverses the earth’s atmosphere before it makes its way to the surface 
of the earth. Although most of the radiation received at the surface of 
the earth is directly radiated from the sun, a substantial amount of it is 
received from diffused radiation. This is radiation that has been scattered 
by particles in the atmosphere but still makes its way to the surface 
of the earth. A conservative estimation is an average of about 10% of 
the direct radiation, although this varies from dawn up to about 40% 
at sunset.

The solar irradiance from the sun that is perpendicular to the virtual 
atmospheric surface of the earth is known as the solar constant I0 and 
has a value of approximately 1367 W/m2. The optical path through the 
earth’s atmosphere is known as air mass (AM).12 This mass indicates 
the path length of the rays of the sun relative to the zenith at sea level. 
The sea level air mass at the zenith is 1 and increases to 38 as the angle 
between the rays and the zenith increases to that at the horizon. AM 
decreases as the altitude above sea level increases and can be less than 
1 at some altitudes. AM is simply defined as the ratio of the path length, 
L, of the rays of the sun through the atmosphere to the surface of the 
earth to the length, L0, if the rays of the sun were directly perpendicular 
to the surface of the earth (the zenith). Using the zenith angle θZ between 
the two lengths, AM is given by the expression:

L 1AM= =
L0 cosθZ

 	 Equation 2

Photovoltaic modules are normally rated using an AM of 1.5 (AM1.5).13

An approximation of the effects of AM on the global solar irradiance G0 
as suggested by Forero et al.14, Meinel and Meinel15 quoting Laue16 and 
PVEducation17 for clear skies is:

G=G0 x 0.7AM
0.678

	 Equation 3

modified to include altitude h in km17:

G = G0 x [(1- h/7.1) x 0.7AM
0.678

 + h/7.1]	 Equation 4

Equation 4 signifies the solar radiation intensity at the surface of the 
earth taking into consideration the effects of the earth’s atmosphere. 
For clear weather, especially during the winter solstice in the southern 
hemisphere, it can be assumed that most of the radiation received at 

the earth surface is a result of direct solar radiation. Equation 4 is used 
as the base equation in the modelling process for this study. Effects 
of diffusion scatter, absorption and albedo are considered as varying 
parameters dependent on the time of year and the physical conditions 
of a location. 

Global latitude, longitude and solar irradiance
The equator of the earth is tilted at an angle of 23.45° to the plane of the 
orbit of the earth around the sun leading to a solar declination angle (δ), 
defined as the angle between a sun’s ray (extended form the centre of 
the sun to the centre of the earth) and the earth’s equatorial plane. This 
angle varies between 23.45° and -23.45° as the earth orbits the sun and 
can be expressed as: 

δ = -23.45 x cos (360 
365

 x (d+10))	 Equation 5

or

δ = 23.45 x sin (360 
365

 x (d+284))	 Equation 6

The irradiance at the surface of the earth is also affected by the solar 
elevation angle α. This is defined as the angle between the sun’s ray 
from the centre of the sun to the centre of the earth and the earth’s 
horizontal plane. Daily averages are considered in this study; and the 
elevation angle is a function of the solar declination δ, and the latitude φ 
of the location. At noon, in the southern hemisphere, the elevation angle 
is expressed as: 

α = 90˚ + φ - δ	 Equation 7

The longitude of the location gives an hour shift every 15° longitude and 
will not affect the solar elevation if daily averages are considered. With 
the assumption that the earth is spherical, solar radiation intensity at the 
surface of the earth should vary in a sinusoidal manner to the elevation 
angle α leading to Equation 8:

G' = G sin α	 Equation 8

Therefore, apart from diffusion, solar radiation intensity at the surface of 
the earth varies with the day of the year d, the air mass AM, the altitude 
of a location h, declination angle δ, the latitude φ and the elevation angle 
α. The expression is consolidated using Equation 4 and Equation 8 to 
arrive at Equation 9:

G' = (G0 x [(1- h/7.1) x 0.7AM
0.678

 + h/7.1]) sin α	 Equation 9

In the following sections, Equation 9 is translated to read solar radia
tion intensity I. Factors including the solar constant Io, the effective 
sunshine hours SAve , and the atmospheric effects (scatter, absorption, 
diffusion, albedo etc.) are used to estimate the available monthly daily 
solar radiation.

Sunshine hours
The day length in hours is calculated by considering the theoretical 
sunrise/sunset angle, ωs, which is expressed as:

ωs=cos-1(-tanδ tan φ) in degrees	 Equation 10

At the equator when φ=0°, the sunrise/sunset angle is 180° and the day 
length in hours is observed to be 12 h. 

The day length in hours S0 at the equator is derived from Equation 10 by 
considering that the longitude of the location gives an hour shift every 
15° longitude:

S0 = 2 
15ωs	 Equation 11

http://www.sajs.co.za
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S0 depicts the maximum possible sunshine hours which differ from 
the effective sunshine hours. The sunshine hours are important in 
determining the amount of solar energy available in an area during a 
typical day in a month. Peak sun hours, which are hours during which 
the intensity of the sun is 1 kW/m2, are observed to average about 
only half of the maximum possible sunshine hours in the region under 
consideration. An expression derived from Equation 11 above gives 
these hours, referred to as sunshine hours S, as:

S=
ωs 

15 	 Equation 12

A yearly average of the calculated effective sunshine hours SAve was 
then used to calculate a solar constant I'0 in MJ/m2/day using the 
expression below:

I'0 =
I0

11.574

SAve

24
,	 Equation 13

where 24 is indicative of the hours available in a 24-h day (and could be 
represented by S0) and 11.574 is a conversion factor from watts (W) to 
megajoules (MJ). Equation 13 like Equation 1 makes the proportionality 
of global solar radiation to the actual effective sunshine hours apparent 
and hence provides a possible explanation of the possible validity of the 
Angstrom–Prescott equations. That is: I'0 SAveα

I0 S0

 for Equation 13 and G Sα
G0 S0

 
for Equation 1.

Absorbed global solar radiation
Clouds and atmospheric particles absorb global solar radiation, which 
results in a low radiation received at the surface of the earth. Rainy and 
misty seasons will have higher solar radiation absorption. The effect 
will be a reduction in the solar radiation, making it necessary to modify 
Equation 10 with an attenuation factor that is determined in the model 
development process.

Earth’s surface topography and global solar radiation
The study of the shape and features of the surface of the earth – earth’s 
topography – indicates that these features affect the weather of a 
location.18 In mountainous terrain, solar radiation measurements may be 
lower or higher than expected depending on the locality of the measuring 
site within the terrain. Mountain shadows lower sunshine hours of a 
location when compared with another location with similar latitude but 
with a flat terrain. 

In essence, the simulated radiation, RadSim, can be summarised as in 
Equation 14:

RadSim = β(I'0 x [(1- h/7.1) x 0.7AM
0.678

 + h/7.1]) sin α,	 Equation 14

where β represents the absorption/diffusion factor depending on the 
physical implications. This factor takes on a value of 1 if these effects 
are deemed to be absent at a location.

Methods
Development of the simulation environment
Monthly average daily solar radiation data, collected over long periods of 
up to 20 years from eight weather stations in the KwaZulu-Natal Province 
of South Africa,19 were used for the study.

Figure 1 shows the regional map of the area under study and Table 1 
presents the latitudes, longitudes and altitudes together with the period 
of observation of the chosen sites. In order to establish a way of making 
estimations for sites without measured data, six of the eight sites were 
used in the modelling process and the data from the other two sites were 
used for model validation. 

Nkwaleni

Hluhluwe

Source: South African Sugarcane Research Institute19

Figure 1:	 Regional map of KwaZulu-Natal showing Gingindlovu at the 
highest latitude and Pongola at the lowest and the positions of 
the eight weather stations. 

Table 1:	 Sites, their global locations and their period of data collection

Site Latitude Longitude Altitude
Period 
(years)

Pongola 27°24’S 31°35’E 308 m 20

St Lucia 28°27’S 32°17’E 048 m 12

Mtubatuba 28°27’S 32°13’E 015 m 10

Heatonville 28°43’S 31°48’E 200 m 11

Empangeni 28°43’S 31°53’E 102 m 6

Nkwaleni 28°44’S 31°33’E 118 m 4

Entumeni 28°55’S 31°40’E 546 m 8

Gingindlovu 29°01’S 31°36’E 093 m 5

Two sites – Heatonville and Empangeni – are at the same latitude 
(28°43’S) and are positioned at a latitude central to that of all the chosen 
weather stations. These two sites were used to make a preliminary 
development of the simulation environment. The other four sites 
(St Lucia, Mtubatuba, Nkwaleni and Entumeni) were used to refine the 
model further. Pongola and Gingindlovu were chosen for the validation 
of the simulation environment. These stations are positioned at the 
lowest (27°24’S) and the highest (29°01’S) latitudes of the region under 
study, respectively.

The development of the simulation environment was carried out in 
Microsoft Excel. A field labelled d was created as the variable for each 
mid-month day (about the 15th of each month). Then other fields 
including latitude (φ), declination angle (δ) (Equation 7); solar constant 
(I'0) (Equation 13); a factor caused by air mass and altitude (AM & h) 
(Equation 15); simulated radiation (RadSim) and collected radiation 
data (Raddata) were created as shown in Table 2. Table 2 represents the 
proposed simulation environment that can be developed for any location 
if latitude, longitude, altitude and other geographical variables are known 
for the location.

AM & h = ((1- h/7.1) x 0.7AM
0.678

 + h/7.1)	 Equation 15

In calculating the solar constant in MJ/m2/day from 1367 W/m2, an 
average value of 6 sunshine hours per day was used as is appropriate 
for the region. This was determined by using Equation 12 for each 
middle day of the month to determine Sm and then a yearly average SAve 

calculated in Excel, for 12 months of the year. The subscript m stands 
for month.

SAve = 12
∑m=1 Sm

12

	 Equation 16
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Graphical representations of simulated and collected data of monthly 
average daily solar radiation for each site were plotted and the process 
of fitting simulated data to collected data was carried out. 

Analysis 
Analysis of results was done using statistical methods. The percentage 
mean bias error (%MBE), the %RMSE and the coefficient of determination 
(R2) were used. Where:

%MBE=
∑ Raddata

100 x ∑Radsim - Raddata %	 Equation 17

%RMSE=
∑ Raddata

100 x   ∑(Radsim - Raddata)
2

%	 Equation 18

The %RMSE method in Equation 18 gives a true reflection of the data fit. 
By squaring the differences between simulated and collected data, and 
then determining the square root of the squared differences, negative 
differences and positive differences are allowed to contribute to the 
solution without one cancelling out the other, hence giving a realistic fit. 

The %RMSE and %MBE show the best fit when the values tend towards 
zero while an R2 is indicative of a good fit when its value tends towards 1.

Results and discussion
Figure 2 shows simulated and collected data before and after including 
the diffusion factor. The fitted linear regression is shown, together with 
the corresponding coefficient of determination, R2, for Heatonville and 
Empangeni. Data from Heatonville and Empangeni weather stations were 
used to start the process of fitting simulated data to collected data. 

It is observed from the preliminary data (Figure 2a), that on days on 
which simulated and collected data did not agree, the simulated data had 
a lower value than the collected data. The days on which this happens 
are representatives of the summer solstice months (December to March) 
in the southern hemisphere. 

Seasonal changes carry with them varying atmospheric conditions. The 
summer months in the studied region are prone to have many particles in 
the atmosphere that scatter the direct radiation. This scattered radiation 
still makes its way to the surface of the earth, resulting in diffusion. 
By including the diffusion factor introduced in Equation 4, a 1.1 factor 
estimated by Meniel and Meniel15 and Laue16, fitted simulated data to 

collected data for the months of January and March; but a factor of 1.2 
was needed to fit the data for the months of December and February at 
both stations.

As discussed, clouds and atmospheric particles scatter but also absorb 
global solar radiation. The value of the simulated data in the months of 
June and October is higher than that of the collected data. As recorded 
by the South African Sugarcane Research Institute19, October and June 
are rainy months but also colder than the summer months, leading 
to absorption rather than diffusion. A factor of 0.95 was needed to 
fit the two sets of data. After including these changes, the simulated 
and collected data were as shown in Figure 2b. Figure 2c shows a 
comparison between collected data and simulated data. The fitted 
linear regression and the corresponding R2 are 0.9946 and 0.9931 for 
Heatonville and Empangeni, respectively. The %MBE and the %RMSE are 
shown in Table 3. The preliminary simulation environment showed a very 
good correlation between the two data sets and was further used on the 
four other locations. 

Table 3:	 Performance of the preliminary simulation environment

Site R2 %MBE %RMSE
Period 
(years)

Heatonville 0.9946 1.126 0.563 11

Empangeni 0.9931 0.423 0.578 06

Results for simulations carried out for the four other stations using 
the preliminary model developed for Heatonville and Empangeni are 
presented in Figure 3 and Table 4.

A summary of the results of the stations after using the preliminary 
Heatonville/Empangeni model is given in the before column given in 
Table 4. Although the simulations for St Lucia and Mtubatuba showed 
good correlation with %RMSEs as low as 0.886% and 0.726%, 
respectively, those for Nkwaleni and Entumeni did not. For both of these 
stations, the %RMSE was as high as 3%.

Better data fitting at Nkwaleni was achieved by changing the value of the 
sunshine hours from the 6 h used as the average for the region to 5.5 h. 
Figure 4 shows the graph after changing the value of the sunshine hours. 

Table 2:	 Example of fields created in Microsoft Excel for each site simulation

Heatonville simulation

Month d
φ 

(degrees)
δ 

(degrees)
I'o 

(MJ/m2/day)
AM & h

α 
(degrees)

Radsim 
(MJ/m2/day)

Raddata 
(MJ/m2/day)

Jan 15 28.71667 21.31008 29.52739 0.608387 1.699204 19.59781 19.4

Feb 46 28.71667 13.36471 29.52739 0.608387 1.837806 19.06026 18.8

Mar 75 28.71667 2.504361 29.52739 0.608387 2.027259 17.73736 17.2

Apr 106 28.71667 -9.70854 29.52739 0.608387 2.240306 14.0861 14.1

May 136 28.71667 -18.9854 29.52739 0.608387 2.402136 12.10576 12

Jun 166 28.71667 -23.3065 29.52739 0.608387 2.477516 10.51826 10.3

Jul 196 28.71667 -21.5441 29.52739 0.608387 2.446771 11.50149 11.1

Aug 227 28.71667 -13.834 29.52739 0.608387 2.312273 13.24801 13

Sep 258 28.71667 -2.274 29.52739 0.608387 2.110615 15.40963 15

Oct 288 28.71667 9.551474 29.52739 0.608387 1.904326 16.12543 15.9

Nov 319 28.71667 19.12038 29.52739 0.608387 1.737402 17.71534 17.8

Dec 349 28.71667 23.33097 29.52739 0.608387 1.663951 19.67482 20.1
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a

b

Figure 2:	 Simulated and collected data (a) before and (b) after inclusion of the diffusion factor for Heatonville and Empangeni.

Mtubatuba

Figure 3:	 Testing the Heatonville/Empangeni model using four other stations in the studied region.
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Table 4:	 Performance of the simulation environment after correction for 
four other sites

Site
R2 %MBE %RMSE Period 

(years)Before After Before After Before After

St Lucia 0.985 0.985 -0.912 -0.912 0.886 0.886 12

Mtubatuba 0.992 0.992 0.365 0.365 0.726 0.726 10

Nkwaleni 0.977 0.977 9.517 0.391 3.040 1.654 4

Entumeni 0.971 0.975 8.909 0.223 3.082 0.845 8

Further investigations reveal that Nkwaleni is surrounded by mountainous 
terrain resulting in shadows over the station and hence reduced 
sunshine hours at the station. Therefore, mountainous terrain could lead 
to more exposure to the sun, necessitating an increase in the averaged 
sunshine hours; or, the same physical feature could lead to shadows, 
necessitating a decrease in sunshine hours.

Data captured from Entumeni weather station did not agree with the 
simulated data for the months of November, December, January and 
March. The data simulated using the Heatonville/Empangeni model, 
for the location, were found to be higher than the collected data at the 
location. Entumeni is a misty area, especially in the summer months, 
which leads to a reduction in the received solar radiation in those months. 
Including an absorption factor of 0.95 for these months, fitted the data 
within a desirable range. Figure 4a shows the corrected simulation data.

The results of the analysis of the four stations are summarised in Table 4.

Further validation, results and discussions
This study showed that the daily monthly average radiation received at 
any location will be affected by: latitude, altitude, day of the year, the 
earth terrain at the location and AM. Pongola and Gingindlovu were used 
to validate the model further. Data at these stations were estimated by 
considering the physical condition and the global data given in Table 1. 
An estimation of the expected solar radiation was made starting with the 
Heatonville/Empangeni model.

Gingindlovu
At a latitude of 29°01’S and an altitude of 93 m, Gingindlovu is 7 km 
from the coast and has a relatively flat terrain with no extreme weather 
patterns. It was therefore deemed sufficient to rely on the Heatonville /
Empangeni model without any further correction.

The simulated and collected weather data were plotted on the same 
graph and a comparison made between the two sets of data. Results 
are shown in Figure 5. A summary of the model performance is given in 
Table 5. The model performed well with a %RMSE of 0.91.

Pongola
At a latitude of 27°24’S and an altitude of 308 m, Pongola is situated 
on a mountainous slope prone to receive more sunshine in the day. 
As the sunshine hours of Nkwaleni, a location situated in a shadow, 
were reduced from 6 h to 5.5 h, the sunshine hours for Pongola were 
increased from the averaged 6 h to 6.5 h to account for perceived extra 
sunshine hours.

The simulated and collected radiation data are presented in Figure 5. 
Table 5 gives a summary of the results for Gingindlovu and Pongola. 
A model performance and a %RMSE of 0.894 was achieved for Pongola.

Table 5:	 Performance of the preliminary simulation environment for 
Gingindlovu and Pongola

Site R2 %MBE %RMSE
Period 
(years)

Gingindlovu 0.9887 1.328 0.910 5

Pongola 0.9989 0.841 0.894 20

Summary and conclusion
A physical approach has been used to estimate the monthly average 
daily solar radiation of a demarcated region in northern KwaZulu-Natal, 
South  Africa. Starting with the solar constant, various mathematical 
expressions that represent the physical processes that the solar 
radiation encounters on its way to the earth’s surface were drawn upon 
to consolidate a complete model that provides an estimation of the 
daily monthly average solar radiation at a location within a region. This 
approach reduces the complications of the physical approach by including 
only equations that are significant to the modelling process. Latitude, 
altitude, day of the year, and the location’s geographical features were 
used to develop a simulation environment in Microsoft Excel that gave a 
prediction of radiation for eight locations, two of which (Gingindlovu and 
Pongola) were used in validating the model. A preliminary model was 
developed using two of the locations and the other four locations were 
used to establish ways of customising the preliminary model to suit a 
given location. It is noted that mountainous regions could either lead to 
an increase or a reduction in sunshine hours. This trend was brought 
out clearly using the developed model to predict sunshine radiation at 
two of the stations (Nkwaleni and Pongola). Entumeni is a misty place 
and the solar intensity at the station was observed to be lower than the 
preliminary estimations, implying a reduction as a result of absorption by 
the particles in the atmosphere. A factor that compensated for diffused 
radiation was added in the summer months which confirms that diffused 
radiation is most prevalent in the summer solstice.

The model gave good results for most months at the considered stations. 
Solar radiation at Gingindlovu and Pongola was predicted at less than 
1%RMSE for both locations and for all other locations except for Nkwaleni 
which was 1.645%RMSE. This is a very good fit and this approach 
could therefore be used, with minimal customisation, to estimate energy 
yields from solar systems around northern KwaZulu-Natal region. The 
Microsoft Excel program used to carry out the estimations is readily 
available and can be used easily by many communities. This approach 
could be used for other regions that have similar needs.

Future work
The simulation environment developed here is being extended to 
include the prediction of a system’s performance for the same region 
in South Africa. While assisting communities in rural Zululand has been 
a major motivation for this paper, working with overseas collaborators 
has highlighted the need for location-specific simulations in order to 
minimise discrepancies in systems’ predictions. 

Other data sources like the South African Universities Radiometric 
Network (SAURAN) do exist. Therefore, as a future project, the approach 
will be extended to other regions in the country using other data sources. 
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a

b

Figure 4:	 (a) Corrected simulation results for Nkwaleni and Entumeni. (b) The fitted linear regression is shown together with the corresponding coefficient of 
determination (R2) for Nkwaleni and Entumeni.

a

b

Figure 5:	 (a) Estimated radiation data for Gingindlovu and Pongola. (b) The fitted linear regression is shown together with the corresponding coefficient of 
determination (R2) for Gingindlovu and Pongola.
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HIV and food insecurity are two prominent causes of morbidity and mortality in sub-Saharan Africa. Food 
insecurity has been associated with risky sexual practices and poor access to healthcare services. We 
describe the association between household food insecurity and previous HIV testing and HIV status. We 
used logistic regression to analyse the association between food insecurity and prior HIV counselling and 
testing (HCT) and testing HIV positive. A total of 2742 adults who presented for HCT at three primary 
healthcare clinics in KwaZulu-Natal, South Africa, participated in the study. The prevalence of household 
food insecurity was 35%. The prevalence of food insecurity was highest in adults who had incomplete 
high schooling (43%), were unemployed (39%), and whose primary source of income was government 
grants (50%). Individuals who were food insecure had significantly higher odds of testing HIV positive 
(adjusted odds ratio 1.41, 95% CI 1.16–1.71), adjusted for demographic and socio-economic variables. 
There was no association between food insecurity and prior HCT. The findings of this study highlight the 
important role food insecurity may play in HIV risk. Interventions to turn food-insecure into food-secure 
households are needed to reduce their household members’ vulnerability to HIV acquisition. The absence 
of such interventions is likely to severely impact ambitious global targets of ending AIDS by 2030 through 
the 90-90-90 targets and test-and-treat-all initiatives. 

Significance:
•	 One in three adults presenting for HIV counselling and testing came from households with some degree 

of food insufficiency.

•	 Experience of food insecurity was very high in young people who did not complete high school and were 
currently not studying.

•	 Findings support the need for socio-economic and structural interventions to transform food-insecure into 
food-secure households.

•	 Failure or lack of such interventions will contribute to the failure to achieve global targets like the UNAIDS 
90-90-90 programme.

Introduction
To end AIDS as a global pandemic by 2030, UNAIDS has set the world ambitious targets of 90-90-90.1 That is, by 
2020, 90% of all persons living with HIV will be tested and know their status; of those tested positive, 90% will be 
on antiretroviral treatment; and finally, 90% of those on antiretroviral treatment will achieve viral suppression. HIV 
counselling and testing (HCT) is thus the initial step in the cascade of HIV prevention, care and treatment towards 
ending HIV as a public health pandemic.1,2 A number of factors have been identified as contributory to the low 
uptake of HIV testing services including hunger, poor nutrition and food insecurity.3 In South Africa, the recent 
National Health and Nutrition Examination Survey revealed that 28% of the population are at risk of hunger and 26% 
are household food insecure (ever experienced hunger).4

Much of the empirical research focus has been on the relationship between food insecurity and the health and 
well-being of HIV-infected persons.5-9 Food insecurity has been shown to be associated with poor health and poor 
adherence to medication, including antiretroviral drugs.10-12 In South Africa, one of the main reasons cited for not 
accepting free antiretroviral drugs was fear of taking medication on an empty stomach as a consequence of food 
insufficiency.13,14 In Tanzania, supplementary food cost was cited as an access challenge in sustaining long-term 
antiretroviral treatment.15

Food insecurity also has been suggested to be a major contributor to risky sexual behaviour and HIV spread in 
neighbouring Botswana and Swaziland16 and elsewhere. Those who report food insecurity have been found to be 
less likely to use condoms than those who report food security.17,18

Much less research has focused on the effect of food insecurity on health-seeking behaviour including HIV testing. 
To date, there is no information on the role of household food insecurity in HIV testing history and/or testing HIV 
positive among South Africans.

To address this gap, the aim of this study was to determine the association of household food insecurity with 
prior HIV testing and HIV serostatus among individuals presenting for HCT at public primary healthcare clinics 
in KwaZulu-Natal, South Africa. We hypothesised that household food insecurity would be associated with lower 
likelihood to have previously tested for HIV and higher likelihood to be HIV positive when tested.

Methods
Study population
Data for these cross-sectional analyses were drawn from interviews conducted between November 2010 and 
May 2012 as part of the Pathways to Care study, a prospective cohort study of newly diagnosed HIV-positive 
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women and men, described elsewhere.19 Women and men presenting for HCT at three public-sector primary 
healthcare clinics in the Durban region (KwaZulu-Natal, South Africa) were invited to be interviewed prior to HCT. 
Eligibility for the interview included being 18 years or older, anticipating residing in the community for at least 
1 year, being not pregnant, able to speak and understand English or isiZulu, and willing to have HIV test results 
shared with the study interviewer. Of the population presenting for HCT at the three primary healthcare clinics, 
2996 individuals were approached to participate in the study. Of those approached, 29 were not interested and 
76 were ineligible based on: age (n=30), pregnancy (n=31), would not be residing in the study community 
for longer than a year (n=8), and cognitive impairment (n=7). A further 106 individuals who had previously 
tested HIV positive, 41 individuals with incomplete pre-screening or screening assessments, and 2 individuals 
with missing data on key study variables were excluded, leaving a final sample size of 2742 individuals for this 
analysis. For the analysis of HIV status, there were 2693 individuals, as 5 were not tested and it was not possible 
to determine results for 44 individuals. Written informed consent was obtained prior to the screening interview, and 
the principles of the Declaration of Helsinki were adhered to throughout the study. Participants were reimbursed 
ZAR40 (the approximate equivalent of USD5 at the time) for the interview. All study procedures were approved 
prior to study initiation by the University of KwaZulu-Natal Biomedical Research Ethics Committee and the NYS 
Psychiatric Institute of the Columbia University Institutional Review Boards.

Data sources
A structured questionnaire of approximately 20-min duration was administered by trained interviewers. Items 
included socio-demographic factors, history of prior HIV testing, reasons for testing, and who recommended 
testing. HCT was conducted by clinic staff according to standard rapid testing procedures, after which participants 
returned to the study interviewer with a card that indicated their HIV test result using a code to blind the information. 
If participants did not return to the study interviewer after HCT, the interviewer obtained test results directly from 
the clinic testing counsellor.

Measures

Outcome variables
Positive HIV test: This was a dichotomous variable indicating whether the person tested positive or negative on the 
day of their visit to the primary healthcare clinic.

Previous HIV testing: This variable was categorised as ‘never’ if the individual had no history of previous testing for 
HIV or ‘ever’ if the individual had ever taken an HIV test before presenting for HCT at the health facility.

Predictor
Food insecurity: The dichotomous household food insecurity variable (ever/never) was created from responses to 
the question ‘Do the people in your household go without food?’ The ‘ever’ category consisted of response options 
‘often’, ‘sometimes’ or ‘seldom’, and ‘never’ was for those who never went without food in their household.

Confounders
Informed by available empirical literature,17,20,21 potential confounders controlled for in the analysis of HIV status 
included age categorised into age ranges (<24, 25–28, 29–31, 32–36, ≥37 years), gender, clinic site, educational 
attainment (completed high school or not), relationship status (not married or in a relationship; married or in a 
relationship, not living together; married or in a relationship, and living together), employment status (employed 
part-time/full-time/self-employed or unemployed), primary source of income (none, family, employment, spouse/
partner, government grant, or other), caring for dependent adults and/or children (none, children only, adults only, 
both), ability to borrow money (up to ZAR100) if needed for medical expenses (yes/no), and time taken to travel to 
the clinic (<30 min, 30–60 min, >60 min).

Statistical analysis 
Chi-square tests were used to evaluate the association between each demographic and socio-economic factor 
and household food insecurity. The relationship between household food insecurity and previous HIV testing and 
HIV status was examined using univariable and multivariable logistic regression models. A variable was deemed a 
potential confounder if its inclusion in the model containing food security resulted in a 10% or higher change in the 
model coefficient for food security. 

Results
The majority of the participants in this analysis were women (52.8%), were aged less than 24 years (36.5%), had 
not completed high school (61.5%), were not currently studying (87.4%) and were married or in a relationship 
but not living together (62.6%) (Table 1). Further characteristics of the sample were that most were unemployed 
(65.1%) but were currently caring for a dependent adult or child (58.5%). Nearly two-thirds of participants came 
from households with at least one government grant recipient (63.1%). Nearly all participants (96.4%) travelled 
less than 1 hour to get to the primary healthcare clinic.

The overall prevalence of food insecurity in this sample was 35.3% (Table 1). There were no statistically significant 
gender differences in reported household food insecurity (p=0.989). Prevalence of food insecurity increased 
with age and was highest among adults older than 37 years (45.5%, p<0.001). Household food insecurity was 
also more prevalent in adults who did not complete high school (42.4%); were currently not in school (37.1%) 
compared with those who had completed high school (24.0%); and individuals who were married or in a co-habiting 
relationship (27.3%) compared with those who were married or in a relationship but not co-habiting (22.4%). 
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Table 1:	 Description of the study sample in association with food insecurity among adults presenting for HIV counselling and testing at three primary 
healthcare clinics in KwaZulu-Natal, South Africa, 2010–2012

Variable Total n (%)
Food insecurity

p-valueNever n (%) Ever n (%)

Number of participants 2742 (100) 1774 (64.7) 968 (35.3) 

Gender

0.989Female 1447 (52.8) 936 (64.7) 511 (35.3)

Male 1295 (47.2) 838 (64.7) 457 (35.3)

Age

˂0.001

<24 1000 (36.5) 709 (70.9) 291 (29.1)

25–28 501 (18.3) 335 (66.9) 166 (33.1)

29–31 336 (12.3) 221 (65.8) 115 (34.2)

32–36 349 (12.7) 206 (59.0) 143 (41.0)

≥37 556 (20.3) 303 (54.5) 253 (45.5)

Completed high school

˂0.001No 1684 (61.5) 970 (57.6) 714 (42.4)

Yes 1054 (38.5)  801 (76.0) 253 (24.0)

Currently studying

˂0.001No 2388 (87.4) 1501 (62.9) 887 (37.1)

Yes 344 (12.6) 269 (78.2) 75 (21.8)

Relationship status

0.030
Not married or in a relationship 353 (12.9) 262 (74.2) 91 (25.8)

Married or in a relationship, not living together 1716 (62.6) 1131 (77.6) 385 (22.4)

Married or in a relationship, living together 673 (24.5) 489 (72.7) 184 (27.3)

Married

0.922No 2522 (92.0) 1631 (64.7) 891 (35.3)

Yes 220 (8.0) 143 (65.0) 77 (35.0)

Employment status

˂0.001Unemployed 1785 (65.2) 1108 (62.1) 677 (37.9)

Employed 954 (34.8) 663 (69.5) 291 (30.5)

Do you or anyone in your household receive a government grant?

0.310No 1012 (36.9) 667 (65.9) 345 (34.1)

Yes 1730 (63.1) 1107 (64.0) 623 (36.0)

Primary source of income in last 12 months?

˂0.001

None 245 (8.9) 165 (67.4) 80 (32.7)

Family 975 (35.6) 670 (68.7) 305 (31.3)

Employment 881 (32.1)  596 (67.7) 285 (32.4)

Spouse, partner 119 (4.3) 74 (62.2) 45 (37.8)

Grant 481 (17.6) 247 (51.4) 234 (48.7)

Other 40 (1.5) 21 (52.5) 19 (47.5)

Are you currently caring financially for any dependants?

˂0.001

No 1138 (41.5) 788 (69.2) 350 (30.8)

Yes – children only 875 (31.9) 526 (60.1) 349 (39.9)

Yes – adults only 94 (3.4) 57 (60.6)  37 (39.4)

Yes – children and adults 634 (23.1) 403 (63.6) 231 (36.4)

If a person in the household became ill and you needed R100 for treatment, how difficult would it be to get the money?

˂0.001Not very difficult 1493 (54.6) 1050 (70.3) 443 (29.7)

Very difficult 1242 (45.4) 720 (58.0) 522 (42.0)

How long did it take you to travel to the clinic today?

0.439Less than 1 hour 2644 (96.4) 1707 (64.6) 937 (35.4)

More than 1 hour 98 (3.6) 67 (68.4) 31 (31.6)
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Regarding socio-economic factors, experience of food insecurity was 
highest among unemployed participants (37.9%) and adults currently 
financially caring for children (39.9%). Table 1 further shows that 48.7% 
of individuals whose primary source of income was from government 
grants reported experiencing some household food insecurity compared 
to 32.7% among individuals with no income, or family (31.3%) or 
employment (32.4%) as their primary income source. Experiencing 
household food insecurity was similarly high (42.0%) in adults who 
found it very difficult to borrow ZAR100 if needed in situations of 
ill health.

Table 2 shows the unadjusted odds ratio (OR) of ever having been tested 
associated with food insecurity and the OR adjusting for confounding 
variables (gender, age, relationship status, employment status, primary 
source of income, financially supporting other adults or children, and 
travel time to clinic). We found that household food insecurity was not 
significantly associated with history of previous HIV testing (OR=0.95, 
95% confidence interval (CI)=0.80–1.12, p=0.520).

Table 2 also presents the unadjusted and adjusted ORs for the association 
between household food insecurity and testing HIV positive. In both 
the unadjusted (OR=1.70, 95%CI=1.43–2.01) and adjusted models 
(OR=1.46, 95%CI=1.22–1.75), individuals who had ever experienced 
household food insecurity had higher odds of testing HIV positive when 
they presented for HCT at primary healthcare facilities.

Discussion
As UNAIDS has set ambitious global targets of 90-90-90 to be reached 
by 2020 in order to end AIDS as a global pandemic by 2030, achieving 
or exceeding the first 90% (that is, 90% of all adults knowing their HIV 
status) is key to ending the epidemic given the expected fallout along the 
cascade steps from testing to treatment and viral suppression.22,23 We 
examined the links between household food insecurity and previous HIV 
testing and testing HIV positive to ascertain if food insecurity is a barrier 
to HIV testing or a risk factor for HIV infection. We found that 35.3% 
of study participants came from households with some degree of food 
insufficiency. Although there was no association between household 
food insecurity and previous HIV testing, individuals who were food 
insecure had significantly higher odds of testing HIV positive [OR 1.47 
(1.22–1.77)].

Our study revealed that 29.1% of those reporting household food 
insecurity were young adults (<24 years old). The incidence of HIV 
in South Africa is highest among young women below age 25.24-26 The 
majority (61.9%) of participants in our study had not completed high 
school. Experience of food insecurity was higher among participants who 
had not completed high school compared to those who had completed 

high school (42.4% versus 24.0%, respectively). Weiser et al.16 found that 
educational level did not significantly influence the association between 
food insecurity and risky sexual behaviour. However, De Swardt et al.27 
found a positive relationship between educational level and strategies to 
survive food crises among South African households. Higher educational 
level was shown to be associated with greater ability to survive a food 
crisis.27 Elsewhere it has further been shown that completing secondary 
education helps to protect against HIV acquisition, more so among 
young girls.18,28

HIV and food insecurity are leading causes of morbidity and mortality 
in sub-Saharan Africa. Eradication of both HIV and food insecurity is 
central to the Sustainable Development Goals.29 The first three of these 
goals are to: (1) end poverty of every form; (2) end hunger, ensure food 
security and better nutrition through sustainable farming; and (3) ensure 
health and well-being for all. Despite South Africa willingly consenting 
to the SDGs, the proportions of at-risk and food-insecure households 
have remained largely unchanged over the years.4,30 Considering the 
association between food insecurity and high-risk sexual behaviour that 
has been demonstrated by others among women in southern Africa16, it 
is a likely contributory factor to the continued high HIV risk among young 
women and may explain the association we found in this study17,20,21. 

There are some limitations to this study that should be mentioned. This 
analysis relied on self-reports of food sufficiency in the household by 
an individual member of the household. In addition, study participants 
were interviewed about food security cross-sectionally. Thus, we were 
unable to determine whether food insecurity ‘caused’ someone to 
become HIV positive or whether being HIV positive created a condition 
of food insecurity. A more robust design would have been to conduct a 
longitudinal cohort study using food diaries. This approach was, however, 
not feasible and beyond the scope of the Pathways to Care study. The 
study was also limited by the use of a single question to assess food 
insecurity. Finally, we did not have data that would have enabled us to 
explore sexual risk behaviour as a possible mediator of the association 
that we found between HIV positive status and food insecurity.

Despite these limitations, this analysis makes an important contribution 
to the literature. A strength of the analysis is that study participants were 
newly diagnosed HIV-positive individuals; therefore, we could show 
the likely role of food insecurity in seeking HIV counselling and testing. 
Findings of this study, together with other available literature, support the 
need for socio-economic and structural interventions that will transform 
households experiencing food insecurity into food-secure households so 
as to reduce household members’ vulnerability to HIV acquisition. This 
recommendation is consistent with the Sustainable Development Goals. 
Failure or lack of such prudent interventions is likely to contribute to the 
failure to achieve the UNAIDS 90-90-90 goals.

Table 2:	 Association between household food security and history of previous HIV testing, and testing HIV positive

Variable Category
Unadjusted odds ratio  

(95% CI)
p-value

Adjusted odds ratio  
(95% CI)

p-value

Effect of food insecurity on previous testing†

Food insecure

Never 1 1

Ever
0.91  

(0.77–1.06)
0.220

0.95  
(0.80–1.12)

0.520

Effect of food insecurity on positive HIV status††

Food insecure

Negative 1 1

Positive
1.70  

(1.43–2.01)
<0.001

1.46  
(1.22–1.75)

<0.001

†Adjusted for education, employment status, currently studying, primary source of income, supports other adults or children, anyone in household receiving grants, difficulty in 
obtaining ZAR100 for treatment; n=2717.
††Adjusted for age group, education, relationship status, employment status, currently studying, primary source of income; n=2678.
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Conclusion
Household food insecurity is related to similar risk factors for HIV, such 
as low education, not attending school, not being married and low socio-
economic status.25,31,32 Although we did not find an association between 
food insecurity and prior HCT, we found that testing HIV positive was 
associated with household food insecurity among adults attending HCT at 
public primary healthcare facilities. These findings highlight the important 
role that food insecurity plays in HIV risk, and are supported by findings 
from other sub-Saharan African countries.16,17 Thus, interventions such 
as targeted food support in poor and food-insecure populations are 
key to mitigating vulnerability to HIV infection. In South Africa, such an 
intervention could be implemented with similar means testing, as the 
child support or old age grants.33,34 If left unaddressed, household food 
insecurity is likely to adversely affect the global targets of ending AIDS by 
2030 through the 90-90-90 and test-and-treat initiatives.
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Despite a high prevalence of alcohol and other drug use (AOD) in South Africa, little is known about AOD 
use among women, including those in treatment centres, and changes in use over time. This knowledge 
is important for the development of gender-sensitive interventions for the prevention and treatment of 
AOD problems. We aimed to describe changes in patterns of AOD use among women who accessed 
specialist AOD treatment centres in the Western Cape Province of South Africa. Data were collected from 
51 specialist AOD treatment centres participating in the South African Community Epidemiology Network 
on Drug Use between 2000 and 2013. A total of 74 368 treatment episodes were recorded for the period, 
of which 22% involved women. The proportion of women seeking treatment increased from 4% to 11% 
over time. The most common primary substance of abuse among this sample was alcohol, followed by 
methamphetamine. Multinomial logistic regression analyses showed that young coloured (mixed race) 
women were almost 18 times more likely than other women to report methamphetamine as their primary 
substance of abuse (RRR=17.80; 95% CI=13.18–24.04). More than a quarter of women reported 
poly-substance abuse. Women treated for heroin were significantly more likely to be white and younger 
than 25 years old (RRR=1.62; 95% CI=1.19–2.21). These data portray an increasing use of AOD 
treatment services by women; particularly for alcohol and methamphetamine use disorders. Additional 
investigations into the service needs of women utilising AOD treatment is warranted. 

Significance:
•	 The study provides the prevalence of AOD use disorders among women in substance abuse treatment 

facilities in the Western Cape.

•	 The study reflects treatment admissions for poly-substance abuse and severe AOD problems among 
these women.

•	 The findings highlight the importance of women-specific treatment programmes to encourage utilisation 
of substance abuse treatment services.

Background
Since its transition to democracy in 1994, South Africa has experienced a dramatic increase in the use of a variety 
of different substances of abuse.1 According to the South African Stress and Health Survey, a large population-
based mental health survey conducted in 2002–2003, the lifetime prevalence of alcohol and other drug (AOD) 
use disorders among South African adults was as high as 13.3%, with past year prevalence of AOD use disorders 
being 5.8%.2 Among these 12-month prevalent cases, approximately 30.9% had a severe AOD use disorder,2 with 
this condition being more likely among male than female individuals. Over the last decade, several studies point to 
lifetime use of alcohol or drugs being higher among men than women.3 For example, the 2003/2004 South African 
Demographic and Health Survey reported prevalence rates for alcohol use of 70.3% for men and 39.2% for women 
over the age of 15.3 However, findings on the prevalence of binge drinking among men relative to women suggest 
that, among current drinkers, problem-drinking rates are higher among women relative to men. For example, the 
Survey reported that rates for binge drinking on weekends were higher among women (25%) than men (23%).3 
Similarly, a community-based study on access to treatment reported more daily use of alcohol among women than 
among men.4 Drinking may be more common among men, but these findings suggest that women drinkers have 
more problematic patterns of use relative to men.

While alcohol is still the most commonly used substance in South Africa, other substances such as cannabis 
and methamphetamine are widely used among women.5,6 A study conducted by Myers4 found that levels of 
methamphetamine use among men and women were very similar. In fact, 28% of female substance users reported 
daily use of methamphetamine compared to 22% of their male counterparts.4 Wechsberg et al.7 also reported 
very high levels of methamphetamine use among female substance users participating in an HIV-risk reduction 
intervention study. While these studies, like others, have mostly found that prevalence rates are consistently higher 
among men than women3,8, the data suggest a narrowing of this gender gap in many countries9,10, particularly 
among young women. Research conducted in treatment centres has also shown that for certain substances of 
abuse, such as over-the-counter and prescription medicines, the demand for treatment is greater for female users.11 
Despite overall lower prevalence rates when compared to men, AOD use is important to address among women 
as women have shorter trajectories to developing AOD use disorders than men.12 Women with AOD problems are 
also more likely to experience health problems such as liver disease13, osteoporosis14, fertility problems and breast 
cancer15 than women without these problems. Additionally, women who use AODs problematically are also less 
likely to practise safe sex consistently with their partners7 and may trade sex in exchange for AODs, placing them 
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at risk for acquiring HIV and other sexually transmitted infections7,16. 
Research has suggested that women who use AODs are also more 
vulnerable to intimate partner violence and exposure to other forms of 
violence than the general population.17,18 

Although AOD use is an important health concern for women, there has 
been limited South African research on this topic, including on those 
women who seek and access addiction treatment centres. The last few 
years have seen advances in local studies investigating AOD use among 
women in South Africa7,19; however, much of the available information on 
prevalence has come from once-off, cross-sectional, and intervention 
research studies, often conducted in specific locations. As a result, AOD 
use trends among women have been hard to identify. Given the harmful 
effects of problem AOD use for women, accurate data on patterns of 
AOD use among women are necessary to help guide the formation and 
implementation of effective substance abuse policies and interventions 
targeting women. Through this paper, we hope to address this gap by 
describing trends in the nature and extent of AOD use among women 
who used specialist AOD treatment centres in the Western Cape between 
2000 and 2013.

Methods
The South African Community Epidemiology Network on Drug Use 
(SACENDU) is a network of researchers, practitioners and policymakers 
from six sentinel sites in South Africa who meet bi-annually to provide 
community-level public health surveillance information about substance 
use related trends, including for the Western Cape. All AOD treatment 
centres are requested to join the network and participation within the 
network is voluntary. Data were collected from 51 AOD treatment sites in 
the Western Cape, which participate in SACENDU, representing 80% of 
the available treatment sites in the province. In order to be admitted to a 
specialist AOD treatment centre, patients are required to meet diagnostic 
criteria for an AOD use disorder. A standardised one-page data collection 
form was completed for each patient enrolled in a participating treatment 
centre during a 6-month period; the form consisted of 22 forced-
choice questions.

Data collection form
The data collection form contains questions about socio-demographic 
characteristics; referral sources; type of treatment received (inpatient 
or outpatient); primary and secondary substances of use (mode and 
frequency of use); prior treatment experiences; non-medical use of 
codeine-containing products; non-communicable disease diagnosis; 
tobacco use; HIV testing in the past 12 months, as well as service payment. 
Typically, the case manager completes the form a few days after the 
patient has been enrolled into the programme. Treatment centres are able 
to complete an electronic or paper form. To ensure data quality, completed 
forms are checked for possible miscodes and missing information before 
data analysis. Ethical approval for this study was provided by Stellenbosch 
University’s Health Research Ethics Committee (N10/08/253).

Analysis
Cochran–Armitage trend tests were used to determine significant 
changes in female admissions to treatment between 2000 and 2013 
(Figure 1). For the trend analysis, alcohol was used as a reference 
category. Descriptive analyses were used to describe demographic data. 
Chi-squared tests were performed to assess the strength of associations 
between participant demographic characteristics (race, marital status, 
education level, age category, employment status) and types of 
substance use (all drugs, alcohol, methamphetamine, heroin, cannabis, 
over-the-counter or prescription medicines and poly-substance 
use) of women admitted to specialist treatment centres (Table 1). A 
multinomial logistic regression was performed to examine the type of 
substance use of women with different demographic characteristics and 
treatment history (inpatient versus outpatient, and previous treatment). 
The Asian race category was excluded from this analysis because of 
the low number of Asians admitted to treatment centres. The variable 
‘type of treatment received’ was used as an outcome, with ‘alcohol’ 
as the reference category. Results are presented as relative risk ratios 
(RRR) with 95% confidence intervals (Table 2). All statistical analyses 

were conducted using Stata 1320 and SAS Version 9.421; p<0.05 was 
indicative of statistical significance.
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Figure 1:	 The 4-year moving average of trends in treatment demand for 
different (primary) substances of abuse, 2000–2013.

Results
Demographic profile and differences in patterns of 
substance use 
From January 2000 to December 2013, 74 368 forms were collected, 
of which 16 656 (22.4%) were for female patients. Table 1 presents the 
demographic characteristics of the sample. In this data collection period, 
the age of female patients ranged between 10 and 85 years, with the mean 
age being 29.5 years (s.d.=11.80). The majority (63.3%) of patients were 
coloured, followed by white patients (28.3%) and black African patients 
(6.3%). In relation to employment status, 54.8% of women reported that 
they were unemployed at the time of admission, and 24.9% reported full-
time employment. Of the 16 656 female patients, 71.6% had completed 
high school (Grade 12), with a further 13.5% patients having had tertiary 
education. Of the female patients enrolled during this period, 50.5% were 
admitted as outpatients and were referred for treatment mostly by family 
or friends (22.4%) or sought treatment themselves (22.8%). A total of 
26% of female patients reported having received previous treatment for an 
AOD problem. The majority (59.1%) of patients had never been married.

Changes in substance abuse treatment admission trends for 
women
The number of women admitted to AOD treatment centres increased 
significantly between 2000 and 2013 (Figure 1). There was a gradual 
increase in the proportion of admissions for alcohol-related problems 
from 2000 (34.1%) to 2009 (37.3%), although the proportion of 
alcohol-related admissions decreased and remained stable from 2011. 
Methamphetamine admissions saw a rapid growth from 20.4% of 
admissions in 2000 to 34.2% of admissions in 2004, with a significant 
decline in 2008 (22.2%; z=12.25; p=0.001), plateauing in the last 3 
years. Over time, the proportion of heroin-related admissions increased 
significantly, from 4.8% in 2000 to 5.6% in 2013 (z=11.52; p<0.001). 
Trend analysis showed a significant increase in the proportion of 
cannabis admissions from less than 1.9% of admissions in 2000 to 
8.3% in 2013 (z=5.17; p=0.001). Data suggest a significant increase in 
the proportion of women reporting poly-substance abuse (use of more 
than one substance), from 26.6% of admissions in 2000 to 42.3% of 
admissions in 2013 (z=-8.30; p<0.001).

Differences in types of substance use 
Multinomial logistic regression analyses revealed similarities and differen
ces in the types of substance use among female patients of different 
demographic characteristics (Table 2). When compared to black 
African patients, coloured (RRR=3.62; 95% CI=2.05–4.31) and white 
(RRR=3.43; 95% CI=2.83–4.16) patients were three times more likely to 
be admitted for poly-substance abuse than for alcohol-related problems. 
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Table 1:	 Demographic profile and patterns of drug use among female patients receiving substance abuse treatment

All substances 
(n=16 656)(%) 

Poly-substances 
(n=6107)(%)

Alcohol 
(n=3746)(%)

Crystal meth 
(n=3390)(%)

Heroin 
(n=1253)(%)

Cannabis 
(n=921)(%)

OTC/PRE 
(n=473)(%)

Other drugs 
(n=766)

(%)

Race

African 1054(6.33) 351(5.75) 465(12.41) 61(1.80) 16(1.28) 110(11.94) 8(1.69) 43(5.61)

Asian 110(0.66) 38(0.62) 16(0.43) 18(0.53) 15(1.20) 8(0.87) 7(1.48) 8(1.04)

Coloured 10 542(63.29)* 3827(62.67) 1765(46.05) 3008(88.73) 824(65.76) 650(70.58) 132(27.91) 376(49.09)

White 4709(28.27) 1799(29.46) 1492(39.83) 287(8.47) 381(30.41) 1135(4.66) 308(65.12) 307(40.08)

Not completed 241(1.44) 92(1.51) 48(1.28) 16(0.47) 17(1.36) 18(1.95) 18(3.81) 32(4.18)

Marital status

Married 3299(19.81) 1162(19.03) 1192(31.82) 391(11.53) 171(13.65) 26(2.82) 218(46.09) 139(18.15)

Never married 9843(59.10)* 3619(59.26) 1340(35.77) 2610(76.99) 883(70.47) 833(90.45) 109(23.04) 449(58.62)

Other 3514(21.10) 1326(21.71) 1214(32.41) 389(11.47) 199(15.89) 62(6.73) 146(30.87) 178(23.23)

Divorced - 9.53 14.98 4.42 5.11 1.95 17.76 10.97

Living together - 8.45 9.48 5.87 9.26 2.39 5.92 10.44

Other - 0.65 1.47 0.15 0.16 1.30 0.00 0.78

Unknown - 0.49 0.53 0.50 0.88 0.33 1.06 0.65

Widowed - 2.59 5.95 0.53 0.48 0.76 6.13 0.39

Education level

None 77(0.46) 20(0.33) 39(1.04) 7(0.21) 3(0.24) 6(0.65) 1(0.21) 1(0.13)

Grades 1–7 2069(12.42) 748(12.25) 631(16.84) 280(8.26) 65(5.19) 210(22.80) 27(5.71) 108(14.10)

Grades 8–12 11 917(71.55)* 4361(71.41) 2304(61.51) 2879(84.93) 989(78.93) 634(68.84) 258(54.55) 492(64.23)

Tertiary 2243(13.47) 835(13.67) 720(19.22) 170(5.01) 140(11.17) 56(6.08) 173(36.58) 149(19.45)

Not completed 350(2.10) 143(2.34) 52(1.39) 54(1.59) 56(4.47) 15(1.63) 14(2.96) 16(2.09)

Employment status

Working 4161(24.98) 1465(23.99) 1491(39.80) 515(15.19) 167(13.33) 90(9.77) 189(39.96) 244(31.85)

Not working 9123(54.77)* 3583(58.67) 1520(40.58) 2295(67.70) 956(76.30) 206(22.37) 174(36.79) 389(50.78)

Student 2204(13.23) 687(11.25) 169(4.51) 523(15.43) 107(8.54) 607(65.91) 6(1.27) 105(13.71)

Other 1168(7.01) 72(6.09) 566(15.11) 57(1.68) 23(1.84) 18(1.95) 104(21.99) 28(3.66)

Age group

≤18 2932(17.60) 948(15.52) 180(4.81) 872(25.72) 170(13.57) 628(68.19) 7(1.48) 127(16.58)

19–25 4644(27.88)* 1843(30.18) 308(8.22) 1405(41.45) 672(53.63) 146(15.85) 33(6.98) 237(30.94)

26–35 4474(26.86) 1758(28.79) 1003(26.78) 928(27.37) 327(26.10) 91(9.88) 98(20.72) 269(35.12)

36+ 4539(27.25) 1531(25.07) 2244(59.90) 170(5.01) 79(6.30) 52(5.65) 335(70.82) 128(16.71)

Not completed 67(0.40) 27(0.44) 11(0.29) 15(0.44) 5(0.40) 4(0.43) 0(0.00) 5(0.65)

Treatment type

Inpatient 8239(49.47) 3133(51.30) 2462(65.72) 1218(35.93) 456(36.39) 215(23.34) 369(78.01) 386(50.39)

Outpatient 8417(50.53)* 2974(48.70) 1284(34.28) 2172(64.07) 797(63.61) 706(76.66) 104(21.99) 380(49.61)

Previous treatment

Yes 4434(26.62) 1929(31.59) 944(25.20) 899(26.52) 223(17.80) 154(16.72) 61(12.90) 224(29.24)

No 11 859(71.20)* 4077(66.76) 2718(72.56) 2398(70.74) 1012(80.77) 735(79.80) 398(84.14) 521(68.02)

Not completed 363(2.18) 101(1.65) 84(2.24) 93(2.74) 18(1.44) 32(3.47) 14(2.96) 21(2.74)

OTC/PRE, over-the-counter/prescription medicines

*p<0.001 
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Patients between the ages of 26 and 35 and those 36 years of age 
and older were significantly more likely to have alcohol as their primary 
substance of abuse (RRR=0.33; 95% CI=0.26–0.42 and RRR=0.15; 
95% CI=0.12–0.20, respectively) when compared with their younger 
counterparts, and therefore less likely to be admitted for poly-substance 
abuse. Women abusing poly-substances were also more likely to 
be unemployed than employed (RRR=1.89; 95% CI = 1.70–2.10; 
Table 2) and were more likely to have had a previous treatment episode 
(RRR=1.36; 95% CI=1.22–1.50) than women abusing alcohol. 

In relation to methamphetamine use, coloured women were nearly 18 
times more likely to have methamphetamine as their primary substance of 
abuse (RRR=17.80; 95% CI=13.18–24.04), followed by white patients 
(RRR=5.24; 95% CI=3.75–7.33). Compared to patients admitted for 
alcohol problems, those with methamphetamine problems were twice 
as likely to be unemployed (RRR=2.43; 95% CI=2.10–2.81). They 
were also more likely to have secondary or tertiary education than those 
admitted for alcohol-related problems (Table 2). Those admitted with 
methamphetamine as their primary substance of abuse were less likely 
to have received inpatient treatment relative to alcohol abuse patients 
(RRR=0.48; 95% CI=0.42–0.55).

Women admitted for heroin treatment were significantly more likely 
to be white (RRR=33.37; 95% CI=18.84–59.10) when compared to 
patients admitted for alcohol abuse; heroin abuse patients were more 
likely to be between the ages of 19 and 25 or younger (RRR=1.62; 
95% CI=1.19–2.21) than their alcohol using counterparts. Patients 
admitted for heroin abuse were four times more likely to be unemployed 
compared to patients admitted for alcohol abuse (RRR=4.54; 95% 
CI=3.70–5.59). Heroin abuse patients were also three times more likely 
to have a tertiary education when compared to alcohol abuse patients. 
Patients admitted for cannabis use were predominantly younger than 
19 years of age. They were significantly less likely to be in the 19–25 
years (RRR=0.38; 95% CI=0.27–0.52); 26–35 years (RRR=0.11; 95% 
CI=0.07–0.15) or older than 36 years of age categories (RRR=0.04; 
95% CI=0.03–0.06). Furthermore, they were four times more likely to 
be learners (RRR=4.31; 95% CI=2.97–6.25) than persons with alcohol 
as their primary substance of abuse.

Patients admitted with over-the-counter and prescription medications as 
their primary substance of abuse, were eight times more likely to be 
white (RRR=8.77; 95% CI=4.02–19.11) and have a tertiary education 
(RRR=3.40; 95% CI=2.10–5.51), when compared to patients admitted 
for alcohol-related problems. These patients were also less likely to have 
had a previous treatment admission (RRR=0.41; 95% CI=0.30–0.55).

Discussion
Our study is among the first to explore AOD trends among women in 
treatment for an AOD use disorder in the Western Cape. Our findings 
suggest that while fewer women relative to men access specialist 
substance abuse treatment facilities, over time there has been a 
gradual increase in the proportion of women utilising these services 
in the Western Cape. This finding is encouraging as prior studies have 
documented that women with substance use disorders experience 
many barriers to accessing treatment, including stigma, geographical, 
financial, childcare and other barriers.22-24 Additionally, it is also thought 
that available treatment services are not always appropriate for the 
unique needs of women who use substances.25 This gradual increase 
in women’s use of treatment services is likely as a result of multiple 
factors, including increasing rates of substance use among women in 
Western Cape communities, efforts to help women overcome barriers 
to initiating substance abuse treatment,23,26 and efforts to expand the 
availability of services for women, including the introduction of several 
women-specific treatment programmes.

While our findings suggest that women seek treatment for both alcohol- 
and drug-related problems, it is evident that alcohol is the most common 
substance of abuse among women who access treatment. Findings 
indicate that the proportion of female admissions where alcohol was 
the primary substance of abuse increased significantly over the last 
decade. An increase in the utilisation of AOD treatment services by 

people with alcohol-related problems could be attributed to alcohol-
related awareness campaigns run in primary health clinics and within 
communities that may have increased women’s awareness of when 
alcohol use is problematic and how to access services. Additionally, it is 
also not unlikely that liquor industry action, such as improved marketing 
initiatives, has increased women’s use of alcohol which may have 
led to greater need for and use of AOD treatment services by women. 
Despite the increased utilisation of treatment services by women with 
alcohol problems, more needs to be done to expand access to alcohol 
treatment for women. One option for expanding access to care would be 
to identify women with problematic patterns of alcohol use in community 
and health settings through screening, further providing women at risk 
for alcohol-related problems with brief interventions to increase their 
motivation to engage with treatment before referring them to care. Apart 
from programmes that seek to identify women who may benefit from 
treatment and link them to care, it is also imperative that treatment 
services consider whether their programmes are adequately meeting the 
needs of their female patients, particularly given that only a quarter of the 
treatment population are female.

Findings also point to more women accessing treatment for 
methamphetamine and heroin-related problems in the Western Cape. 
A third of the sample reported methamphetamine as their primary 
substance of abuse. These patients were slightly younger than 
patients receiving treatment for alcohol problems. This finding is 
not surprising as the time from first use to treatment for people with 
methamphetamine problems is generally shorter than that for people 
using other drugs. Methamphetamine abusers cannot as easily avoid 
seeking help from specialist treatment centres as persons who abuse 
alcohol, as methamphetamine is associated with major physical 
harm, cardiovascular complications and disability in mental health 
functioning, leading to psychoses, anxiety disorders and suicidal 
ideation.27,28 Since 2004, the Western Cape in particular has seen a 
surge in methamphetamine admissions to specialist treatment centres. 
Issues like gangsterism and organised crime, increased marketing, 
availability and low price have been associated with high levels of 
methamphetamine use in this region.29,30 This surge in use remains a 
concern, particularly as people abusing this drug are significantly more 
likely to report severe health, family and financial problems compared 
to people who abuse other drugs.28,30,31 For instance, women with 
methamphetamine use disorders have more symptoms of poor mental 
health relative to women who use other drugs23 and women who use 
methamphetamine are more likely to have been victims of sexual abuse 
and intimate partner violence.17,18 If the numerous physical and mental 
health needs of women who use methamphetamine are not addressed 
within the context of AOD treatment, it is unlikely that women will view 
these services as appropriate, acceptable or effective. Given findings 
from prior research25,32, these negative beliefs about the appropriateness 
and effectiveness of treatment may hamper women’s use of AOD 
treatment services23.

Admissions for heroin abuse among women were lower than for some 
of the other substances but have gradually increased over the 13-year 
period. Similar to findings from other studies33, women using heroin 
were on average younger and white. Given the high number of heroin 
re-admissions when compared to other substances of abuse, and 
multiple harms associated with heroin use (both to the individual and 
broader society), some consideration should be given to whether the 
current available treatment regimens for heroin problems are effective. 
Furthermore, harm-reduction interventions such as medically assisted 
treatment should be made available for heroin users in long-term 
treatment facilities, including public healthcare facilities.

Poly-substance abuse in this study was also common among patients. 
Our findings suggest that women who use multiple substances had more 
occupational problems and more severe AOD problems, as reflected in 
their multiple treatment episodes. This is in line with studies from other 
contexts, which suggest that the use of multiple illegal substances 
increases the likelihood of the emergence of severe psychological 
problems, and impacts on a plethora of social concerns both directly 
and indirectly. 
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Table 2:	 Multinomial logistic regression assessing the association between demographic variables and different primary substances of abuse among 
women in treatment

Substance of abuse*

Covariates
Poly-substances Crystal meth Heroin Cannabis OTC/PRE

RRR 95% CI p-value RRR 95% CI p-value RRR 95% CI p-value RRR 95% CI p-value RRR 95% CI p-value

Race

African 1.00 1.00 1.00 1.00 1.00

Coloured 3.62 2.05 – 4.31 <0.001 17.80 13.18 – 24.04 <0.001 20.51 11.79 – 35.67 <0.001 3.29 2.48 – 4.37 <0.001 4.74 2.18 – 10.30 <0.001

White 3.43 2.83 – 4.16 <0.001 5.24 3.75 – 7.33 <0.001 33.37 18.84 – 59.10 <0.001 3.20 2.24 – 4.57 <0.001 8.77 4.02 – 19.11 <0.001

Marital status

Ever married 1.00 1.00 1.00 1.00 1.00

Never 
married

1.17 1.03 – 1.33 0.013 1.46 1.23 – 1.72 <0.001 1.15 0.92 – 1.43 0.224 3.25 2.08 – 5.07 <0.001 0.68 0.50 – 0.91 0.009

Other 1.06 0.94 – 1.20 0.332 1.00 0.82 – 1.21 0.985 0.98 0.77 – 1.27 0.904 1.83 1.12 – 2.97 0.015 0.64 0.50 – 0.82 <0.001

Age group

≤18 1.00 1.00 1.00 1.00 1.00

19–25 1.00 0.78 – 1.28 0.991 0.86 0.66 – 1.11 0.233 1.62 1.19 – 2.21 0.002 0.38 0.27 – 0.52 <0.001 2.58 0.82 – 8.07 0.104

26–35 0.33 0.26 – 0.42 <0.001 0.23 0.18 – 0.30 <0.001 0.29 0.21 – 0.41 <0.001 0.11 0.07 – 0.15 <0.001 2.18 0.71 – 6.77 0.176

36+ 0.15 0.12 – 0.20 <0.001 0.04 0.03 – 0.05 <0.001 0.04 0.03 – 0.07 <0.001 0.04 0.03 – 0.06 <0.001 2.35 0.76 – 7.31 0.140

Employment

Employed 1.00 1.00 1.00 1.00 1.00

Unemployed 1.89 1.70 – 2.10 <0.001 2.43 2.10 – 2.81 <0.001 4.54 3.70 – 5.59 <0.001 1.09 0.82 – 1.45 0.567 1.48 1.16 – 1.88 0.002

Student 1.24 0.96 – 1.60 0.103 1.27 0.95 – 1.69 0.102 1.48 1.02 – 2.15 0.037 4.31 2.97 – 6.25 <0.001 0.63 0.23 – 1.75 0.374

Other work 0.98 0.84 – 1.16 0.850 0.66 0.47 – 0.92 0.014 0.83 0.49 – 1.39 0.497 1.00 0.58 – 1.72 0.999 1.32 0.99 – 1.77 0.056

Education

Primary 1.00 1.00 1.00 1.00 1.00

Senior 1.35 1.18 – 1.55 <0.001 2.54 2.11 – 3.04 <0.001 2.91 2.18 – 3.90 <0.001 0.75 0.60 – 0.94 0.012 2.07 1.32 – 3.25 <0.001

Tertiary 1.41 1.18 – 1.68 <0.001 1.66 1.27 – 2.16 <0.001 2.89 2.02 – 4.14 <0.001 0.98 0.67 – 1.44 0.919 3.40 2.10 – 5.51 <0.001

Other 0.54 0.29 – 0.99 0.047 0.65 0.25 – 1.68 0.376 0.73 0.15 – 3.42 0.688 0.77 0.22 – 2.69 0.687 0.68 0.09 – 5.24 0.713

Previous treatment

No 1.00 1.00 1.00 1.00 1.00

Yes 1.36 1.22 – 1.50 <0.001 1.08 0.95 – 1.23 0.222 0.57 0.47 – 0.68 <0.001 0.78 0.63 – 0.97 0.024 0.41 0.30 – 0.55 <0.001

Treatment type

Outpatient 1.00 1.00 1.00 1.00 1.00

Inpatient 0.66 0.60 – 0.74 <0.001 0.48 0.42 – 0.55 <0.001 0.45 0.28 – 0.40 <0.001 0.28 0.22 – 0.34 <0.001 0.95 0.73 – 1.25 0.733

Year 0.97 0.96 – 0.98 <0.001 0.92 0.91 – 0.94 <0.001 0.90 0.88 – 0.92 <0.001 1.03 1.01 – 1.06 0.008 0.89 0.87 – 0.92 <0.001

*Reference category alcohol

OTC/PRE, over-the-counter/prescription medicines; RRR, relative risk ratio; CI, confidence interval
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In addition, poly-substance use has been found to lead to intentional 
and unintentional injuries, death and disability as well as multiple health 
problems including but not limited to cardiovascular disease, diabetes 
and the acquisition of infectious diseases such as tuberculosis and 
HIV.34 Given these associations, women who are admitted to treatment 
with poly-substance abuse problems should be carefully screened for 
co-occurring health and mental health difficulties and provided with 
access to relevant preventative and curative health services.

Our findings also show that over half of the patients reporting cannabis 
use as their primary substance of abuse were younger than 18 years 
and were students or learners. The high prevalence of cannabis-related 
problems among young people mirrors similar findings from South 
African studies of drug use among high school students.35,36 As early 
cannabis use has implications for healthy brain development from 
childhood to young adulthood37, and could lead to poor academic 
functioning and school dropout, evidence-based interventions aimed 
at delaying and preventing the initiation of cannabis use among young 
women are urgently needed.

Over time, fewer women were admitted for poly-substance abuse, 
methamphetamine and heroin-related problems relative to alcohol use 
problems. One of the reasons for this finding is the stigma associated with 
illicit drug use by women, which is often linked to risky sexual behaviour 
such as trading sex in exchange for drugs and inconsistent condom use 
with their partners.7,32 Therefore, when women seek treatment, they may 
be more likely to report alcohol abuse compared to other drugs in fear of 
this perceived judgemental attitude by treatment providers.

There are several limitations to this study. First, data were only collected 
from specialist substance abuse treatment centres and are unlikely to 
represent the magnitude of AOD use disorders among women in the 
Western Cape. Given the limited availability of services and limited use 
of treatment services by women,26 the number of patients recorded in 
this study is likely to be a significant underestimate of the actual number 
of women with AOD problems. In addition, data collected from these 
specialist treatment centres are limited to those centres that provide the 
data consistently. We were not able to control for double counting across 
centres within particular time periods and this may have slightly inflated 
the number of patients receiving treatment and may have biased the 
data towards those patients who seek AOD treatment across more than 
one treatment centre. Future epidemiological studies should consider 
adopting a more multifaceted approach to assessing the prevalence 
and trends in the extent of AOD use disorders among women over time, 
including using other more direct measures such as general household 
surveys as well as indirect estimation techniques.

In conclusion, our study shows that there has been a relative increase 
in the use of AOD treatment by women in the Western Cape over time, 
particularly for poly-substance and methamphetamine use disorders. 
Further research is needed to better understand whether treatment 
programmes largely designed for, and utilised mainly by, men (who 
typically comprise about 80% of persons in treatment) are appropriate 
for the increasing number of women who access these services and are 
perceived to be helpful for addressing women’s service needs.
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Bacteria have an endosymbiotic association with plants. Previous studies have identified endophytic 
bacteria and their importance in biocontrol and drug development. However, most medicinal plants 
identified have not been assayed for bacterial endophytes. In this study, we characterised and identified 
bacterial endophytes from surface-sterilised leaves of Pellaea calomelanos, a common fern in the 
Limpopo and Gauteng Provinces, South Africa. Using morphological data and 16S rRNA gene sequencing, 
we differentiated and identified six putative endophytic bacteria, with Pantoea as the dominant genus; the 
other two identified bacteria belong to genera Arthrobacter and Bacillus. Data from this study are an 
addition to the previously less studied phylloplane bacteria. This study is a pilot in cataloguing bacterial 
endophytes from Pellaea calomelanos.

Significance:
•	 This study provides the first report of six putative bacterial endophytes from Pellaea calomelanos.

•	 Our results will pave the way for exploring the antimicrobial activity of P. calomelanos bacterial endophytes 
and whole genome comparisons between plant bacterial endophytes and plant bacterial pathogens.

Introduction
Plants have a mutualistic relationship with varied endophytes.1 Endophytes are endosymbiotic; they are often 
bacterial or fungal species which colonise the plants without causing harm or pathogenic infection3 and can spend 
part or their entire life cycle within the plant host2-4.

Most plant species are known to host one or more endophytic microorganisms.5 Endophytes form a symbiotic 
relationship with the plants by providing a biological defence mechanism for the plant host against pathogens,2-5 
through the production of secondary metabolites. These metabolites halt the growth of or attack invading 
antagonists or lyse-infected plant cells; furthermore, the metabolites can induce plant host defence mechanisms 
and promote plant growth.6

The present study was designed to isolate, identify and characterise endophytic bacteria from Pellaea calomelanos 
obtained in South Africa. Pteridaceae is a family of fern plants with over 45 genera and more than 1000 species.7 
One such genus is Pellaea with over 35 described species found growing in arid rocky regions and within narrow 
open pockets in the soil.7,8 P. calomelanos is a common fern species in the Limpopo and Gauteng Provinces of South 
Africa, but also grows throughout the rest of the country.9 Common names of P. calomelanos in South Africa include 
inkomankomo (Zulu), lehorometso (Sotho), legogoana (Tswana), phalatjane (Sepedi) and hard fern (English).9

P. calomelanos is a multipurpose medicinal plant used for the treatment of headaches, chest colds, asthma, 
head colds and mouth and nasal ulcers.9 Like other plants, Pellaea species have a mutualistic relationship with 
endophytes, although, to date, endophytes have been reported in only P. concolor and P. viridis.10,11 We thus 
report here on the occurrence of bacterial endophytes within the leaves of P. calomelanos. Ours is the first study 
to describe the isolation, identification and characterisation of bacterial endophytes from P. calomelanos using 
morphological and phenotypic characteristics and the sequencing of the 16S rRNA gene.

Materials and methods
Collection of plant material
Aerial portions of the plant material were collected from Botlokwa (23°29’34.8’S, 29°42’11.2’E) in the Limpopo 
Province of South Africa. Whole plants were placed in sterile polyethylene bags and transported to the laboratory 
under 4 °C. The plant material was collected in March 2017 from a site with sandy loam soil.

Identification of the plant material
The identification of the plant material was carried out at the University of Johannesburg Herbarium (JRAU). 
A sample specimen of the plant material was deposited in the University of Johannesburg Herbarium (JRAU) with 
voucher specimen number Serepa-Dlamini 201 and species name Pellaea calomelanos. The remaining collected 
plant material was immediately processed in the laboratory.

Isolation of endophytic bacteria
Immediately after collection of plant material in the lab, plant leaves were washed with running tap water followed 
by a sequential sterilisation with the following solutions: sterile distilled water for 1 min, 70% ethanol for 1.5 min, 1% 
sodium hypochlorite for 3 min and finally washed three times in sterile distilled water. The final washing water was 
then plated as control. The surface-sterilised leaves were ground in 2 mL of saline using a pestle and mortar. Under 
sterile conditions, the homogenate was streaked onto nutrient agar plates. The plates were incubated for 24–48 h 
at 28 °C and inspected daily for bacterial colony growth. Isolated colonies were re-cultured on sterile nutrient agar 
plates until pure colonies with uniform morphology were obtained. For each endophyte bacterial isolate, 35% glycerol 
(glycerol diluted in sterile distilled water) stock cultures were prepared and stored at -80 °C for future use.
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Preliminary identification of endophytic bacterial isolates
Pure colonies were subjected to a Gram reaction test.12 The Schaeffer–
Fulton stain method13 was conducted to determine if the bacterial 
endophytes produced endospores. The hanging-drop method adapted 
from MacFaddin14 was used to determine motility of the bacterial isolates. 
All the prepared slides were examined using a bright-field compound 
light microscope (CX21FS1, Olympus Corporation, Tokyo, Japan) with 
400x and 1000x magnification.

Identification of bacterial endophytes by the Biolog 
MicroPlate system
The following procedure was utilised to identify the putative endophyte 
bacterial isolates. Under sterile conditions, overnight single colonies 
of the isolates were sub-cultured in six separate 5 mL of 0.85% saline 
solution. The Biolog turbidimeter was used to monitor and measure the 
turbidity of the suspension until a 90–98% transmittance was reached. 
The suspension (150 µL) was aliquoted into each well of the Biolog 
MicroPlate (with GEN III MicroPlate™; Biolog Inc., Hayward, CA, USA) 
and incubated at 26 °C for 24 h. The plates were scanned using the Biolog 
automatic system and samples identified using the Biolog software.15 

Scanning electron microscopy
A scanning electron microscope was used to observe and study 
the shape of the endophyte bacterial isolates. Each glycerol stock of 
the isolated bacterial endophytes was inoculated into 5 mL nutrient 
broth and incubated for 48 h at 28 °C. The bacterial suspension was 
centrifuged at 2935 rcf for 10 min, the supernatant was discarded and 
bacterial cells were rinsed with sterile distilled water three times with a 
5-min interval between each rinse. The bacterial cells were then fixed 
in 8% glutaraldehyde overnight (glutaraldehyde 25% EM grade diluted in 
Ringers’ solution). Sterile distilled water was used to rinse the cells twice, 
followed by a series of dehydration with 30%, 50%, 70%, 90%, 95% and 
100% ethanol at 10-min intervals and a centrifugation step at 2935 rcf for 
10 min. The bacterial pellets were left to dry overnight in open Eppendorf 
tubes placed in a refrigerator at 4 °C. The cells were then mounted on 
scanning electron microscope stubs and coated with gold and viewed 
using the TESCAN VEGA 3 LMH (AVG9731276ZA, Warrendale, PA, USA) 
scanning electron microscope fitted with a digital camera.

Identification of bacterial endophytes using 16S rRNA

Extraction of genomic DNA
Genomic DNA of each bacterial isolate was extracted from nutrient agar 
pure colonies using a Quick-DNATM ZR fungal/bacterial DNA MiniPrep 
kit (Zymo Research, Irvine, CA, USA) according to the manufacturer’s 
protocol. The extracted DNA was quantified using the NanoDrop ND-
2000 UV-Vis spectrophotometer (ThermoFisher Scientific, USA); the 
DNA concentration was 40 ng/µL prior to cleaning with ZR fungal/
bacterial DNA clean and concentrator-5 (Zymo Research).

Polymerase chain reaction amplification and sequencing
The 16S rRNA gene of each bacterial isolate was amplified by polymerase 
chain reaction (PCR) in a 12.5-µL reaction containing 1.5 µL of template 
DNA, 1.5 µL of each primer 5`-AGAGTTTGATCCTGGCTCAG-3`f and 
5`-AAGGAGGTGATCCAAGCCGCA-3`r, 6 µL of One Taq® 2X PCR master 
mix with standard buffer (20 mM Tris-HCI, 1.8 mM MgCl2, 22 mM NH4Cl, 
22 mM KCl, 0.2 mM dNTPs, 5% glycerol, 0.06% IGEPAL® CA-630, 0.05% 
Tween® 20, 25 units/mL One Taq® DNA polymerase) and final volume filled 
up to 12.5 µL with nuclease free water. The PCR cycle was performed using 
MyCyclerTM Thermal Cycler (catalogue number 580BR 08389, BioRad, 
Hercules, CA, USA) with the following conditions: initial denaturation at 
94 °C for 3 min, followed by 35 cycles of amplification: denaturation at 
94 °C for 1 min, 55 °C for 1 min (annealing), 72 °C for 2 min (extension), 
followed by a final extension at 72 °C for 10 min.16 The PCR products 
were cleaned with ExoSAP-it™ (ThermoFisher Scientific) following the 
manufacturer’s recommendations and sent for sequencing with primers to 
Inqaba Biotechnical Industries (Pty) Ltd, Pretoria, South Africa.

Phylogenetic analysis
The 16S rRNA gene sequences of the bacterial isolates were subjected to 
BLAST (v.2.6.0) analysis against the rRNA sequence database (Bacteria 
and Archaea) at the National Center for Biotechnology Information (NCBI) 
to identify the closest related bacterial species. Only bacterial species 
with 95–100% identity similarity were selected for phylogenetic analysis. 
The aligned sequences, containing the isolate and closest related bacterial 
species, were determined by MUSCLE17 and phylogenetic analysis 
carried out using the maximum likelihood method based on the Tamura–
Nei model17. Positions overlapping with gaps and missing nucleotide data 
were eliminated. All evolutionary analyses were conducted in MEGA 7.18 
Escherichia coli ATCC 11775T with GenBank accession number X80725 
was used as the outgroup. The phylogenetic trees were reported with 
bootstrap percentages. The 16S rRNA gene sequences of bacterial 
isolates identified in the study were deposited in GenBank (https://
www.ncbi.nlm.nih.gov/genbank/) with the following accession numbers 
and names: MF613647 (Arthrobacter sp. strain MHSD1), MF613648 
(Pantoea sp. strain MHSD2), MF613649 (Bacillus infantis strain 
MHSD3), MF613650 (Pantoea sp. strain MHSD4), MF613651 (Pantoea 
ananatis strain MHSD5) and MF613652 (Pantoea sp. strain MHSD6). 
The assigned names of the bacterial isolates were based on the BLAST 
homology percentages as well as phylogenetic results.

Results and discussion
Isolation and identification of endophytic bacteria

Morphological identification
The isolation and enumeration of endophytes from surface-sterilised 
plant material is the recommended method.3,4,19-23 In the current study, 
six different putative bacterial endophytes were isolated from the surface-
sterilised leaves of P. calomelanos obtained from Botlokwa, Limpopo 
Province, South Africa. Previous studies on bacterial endophytes have 
focused on rhizosphere bacterial endophytes because of their major role 
in nutrient uptake and high diversity in soils.19-21

Preliminary morphological observations of the six isolated colonies that 
included the production of endospores, motility and Gram staining has 
enabled the grouping of the bacterial cultures into various groups, some 
with similar characteristics as shown in Table 1. The Gram stain results 
indicated that all bacteria were rod shaped and two out of the six isolates 
were Gram positive and the remaining four isolates were Gram negative. 
Only one of the Gram-positive isolates was an endospore former. All 
the isolates, except one Gram-positive isolate, exhibited motility. 
The morphological shapes were confirmed by the scanning electron 
microscope results (not shown) which showed uniform cells depicting 
pure cultures of the bacterial isolates. 

Biolog MicroPlates
The phenotypic assays were performed on the isolates using the Biolog 
MicroPlates (GEN III MicroPlate) and the results are presented in Table 1. 
The bacterial isolates can be differentiated based on the utilisation of 
some of the carbon sources such as dextrin, maltose, sucrose, stachyose 
and pectin. Most of the isolates appear to hydrolyse these carbon 
sources, although variations were observed. Some of the results were not 
determined (ND), such as utilisation of N-acetyl-d-glucosamine, N-acetyl-
β-d-mannosamine and N-acetyl neuraminic acid, and thus we cannot rely 
solely on the phenotypic tests for variation of the bacterial isolates. 

The Biolog system can identify bacterial species both at genus and species 
levels, as well as through Gram stain reaction. The system does so by providing 
four top-ranked species for identification; Table 2 indicates that isolates 2, 4, 
5 and 6 were Gram negative and belonged to the Enterobacteriaceae family. 
Although the species ID levels for these isolates had different species names 
for each (of the four top-ranked ID species), they all were identified to be of 
the genus Pantoea. The Gram reaction results obtained here correlate with 
those performed initially in the study. Isolates 1 and 3 were also predicted 
to be Gram positive; however, the family names as well as the genus and 
species names differed among each of the four predicted species names. 
This difference could be because we utilised a different growth medium from 
the one recommended in the MicroStation™ System/MicroLog User Guide.15
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The MicroStation™ System/MicroLog User Guide15 states that if the top 
four identified species belong to the same or closely related genera, then the 
identification can be concluded as a positive result. The other parameters 
that can be considered from the identified results are: the probability 
(PROB), similarity (SIM) and distance (DIST). These parameters indicate 
the approximate degree of matching between the MicroPlate results and 
the corresponding database. SIM ≥ 0.5, DIST ≤ 5.0 and PROB close to 1 
indicate reliability of the test results. Although the SIM and DIST results of 
the top ranked ID species for each isolate were greater than 0.5 and less 
than 5.0, respectively, the PROB for all isolates was at 0.7 or above 0.7, 
which is relatively close to 1, thus indicating reliable results.

Although the variation of phenotypic tests could not be concluded from 
the Biolog MicroPlates (GEN III MicroPlate), the system has shown to 
be reliable when identifying bacterial species to genus level; further 
identification can be supported by Gram stain reaction and colony 
morphology. We do, however, recommend that the use of Biolog 
MicroPlates (GEN III MicroPlate) be complemented with other strain 
identification methods, despite the current study showing the reliability 
of identifying bacterial species by use of the Biolog MicroPlates (GEN III 
MicroPlate). Furthermore, previous studies have identified and examined 
phenotypic characteristics of bacterial species utilising this system.24-27

Table 1:	 Summary of phenotypic characteristics of bacterial endophytes isolated from Pellaea calomelanos

Characteristic 1 2 3 4 5 6

Gram reaction + - + - - -

Colony morphology White circular Yellow circular Pink circular Yellow circular Yellow circular Yellow circular

Endospore stain - - + - - -

Motility - +  + + + +

Dextrin + + + + + +

Maltose + + - + + +

Sucrose + + - + + +

Stachyose - - - - - -

Ph 6 + + + + + +

Ph 5 + + - ND ND ND

D-melibiose - - + ND ND ND

D-salicin + + - ND ND ND

N-acetyl-d-glucosamine ND ND - + + +

N-acetyl-β-d-mannosamine + + - ND ND ND

N-acetyl-d-galactosamine ND ND - ND ND ND

N-acetyl neuramic acid - - - ND ND ND

1% NaCl + + + + + +

4% NaCl + + + + + +

8% NaCl - - + - - -

D-mannose + + ND + + +

D-fructose + + + + + +

D-galactose + + ND + + +

L-rhamnose + + + + + +

Inosine + + - + + +

% Sodium lactate + + + + + +

Glycerol + + - + + +

Pectin + + + + + +

Tween 40 - - - - - -

Species: 1, Arthrobacter sp. MHSD1; 2, Pantoea sp. MHSD2; 3, Bacillus infantis strain MHSD3; 4, Pantoea infantis strain MHSD4; 5, Pantoea sp. MHSD5; 6, Pantoea sp. MHSD6. 
+, positive; - negative; ND, not determined
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Phylogenetic analysis
The 16S rRNA gene sequence lengths (in base pairs) are shown in Table 3. 
The NCBI BLAST search results indicated that bacterial endophyte isolate 
number 1 had a 100% identity similarity with Arthrobacter spp., bacterial 
endophyte isolate 3 had 100% identity similarity with Bacillus spp. and 
bacterial endophyte isolates 2, 4, 5 and 6 had 99% identity similarities 
with Pantoea spp. These results indicate that the dominating endophytic 
bacteria from Pellaea calomelanos belong to the genus Pantoea. The 
homology percentage identity was performed among all the bacterial 
isolates (results not shown). The lowest homology similarity percentage 
was observed between Arthrobacter vs Bacillus, Arthrobacter vs 
Pantoea and Bacillus vs Pantoea isolates, indicating that these are 
different species. There was, however, a 99% homology similarity 
between all the Pantoea isolates. These isolates were further resolved 
with phylogenetic analysis (Figures 1–6). 

All the delineated phylogenetic trees for the isolates had polytomy relations 
with closely related species. Isolate 1 had a polytomy relationship with 

undescribed Arthrobacter species and Arthrobacter polychromogenes 
(Figure 1) with a 47% bootstrap value. Isolate 3 had a polytomy 
relationship supported by a 98% bootstrap value with undescribed 
Bacillus species and other strains of Bacillus infantis (Figure 3). Isolates 
2, 4, 5 and 6 had polytomy relationships with closely related Pantoea 
species and all showed varying bootstrap values – the phylogenetic 
relationships were different for each isolate indicating that these are 
different Pantoea species (Figures 2, 4, 5 and 6). A delineated tree 
including all the isolated Pantoea species showed that Pantoea sp. 
MHSD2 and Pantoea sp. MHSD4 had a monophyletic relation supported 
by a 60% bootstrap value, whereas Pantoea sp. MHSD5 and Pantoea 
sp. MHSD6 had a polytomy relationship with Pantoea eucalypti and 
P. brenneri species (Figure 7). The 16S rRNA gene sequence is the 
foremost molecular marker used to identify bacterial species; however, 
from the results obtained, it is evident that 16S rRNA does not resolve 
the phylogenetic and evolutionary relationships between closely related 
bacterial strains. The phylogeny of these closely related bacterial strains 
can be resolved with the use of multilocus sequence analysis.28

Table 2:	 Biolog MicroPlate readings of isolated endophytic bacteria

Bacterial isolate number Species ID PROB SIM DIST Organism type

1

Arthrobacter globiformis 0.771 0.612 7.145 GP-Rod

Arthrobacter oxydans 0.056 0.093 8.908 GP-Rod

Arthrobacter ilicis 0.034 0.047 8.04 GP-Rod

Arthrobacter cummunsii 0.052 0.037 8.23 GP-Rod

2

Pantoea agglomerans 0.814 0.520 5.216 GN-Ent

Pantoea dispersa 0.104 0.058 6.537 GN-Ent

Pantoea cypripedii 0.067 0.036 6.815 GN-Ent

Pantoea eucrina 0.015 0.007 7.798 GN-Ent

3

Bacillus cereus/thuringiensis 0.562 0.562 6.418 GP-Rod

Brevibacterium linens 0.160 0.160 6.720 GP-Rod

Corynebacterium xerosis 0.104 0.104 7.257 GP-Rod

Micrococcus luteus D 0.072 0.072 7.721 GP-Coccus

4

Pantoea agglomerans 0.610 0.610 5.622 GN-Ent

Pantoea dispersa 0.089 0.089 6.596 GN-Ent

Pantoea cypripedii 0.053 0.053 6.907 GN-Ent

Pantoea eucrina 0.007 0.007 8.155 GN-Ent

5

Pantoea agglomerans 0.575 0.575 6.260 GN-Ent

Pantoea dispersa 0.102 0.102 7.504 GN-Ent

Pantoea cypripedii 0.101 0.101 7.526 GN-Ent

Pantoea eucrina 0.047 0.047 8.486 GN-Ent

6

Pantoea agglomerans 0.603 0.603 5.744 GN-Ent

Pantoea dispersa 0.104 0.104 7.118 GN-Ent

Pantoea cypripedii 0.086 0.086 7.343 GN-Ent

Pantoea eucrina 0.057 0.057 7.862 GN-Ent

PROB, probability; SIM, similarity; DIS, distance between #1 and #2 species 

GN, Gram negative; GP, Gram positive. The name appearing after the Gram stain result refers to either family or shape of identified bacteria; Ent, Enterobacteriaceae; Rod, rod 
shaped; Coccus, spherical or ovoid shaped.
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Figure 1:	 Maximum likelihood tree based on the 16S rRNA gene sequences of Arthrobacter sp. MHSD1 and its closest phylogenetic neighbours. The 
numbers on nodes indicate bootstrap values after 1000 replicates expressed in percentages. Escherichia coli strain ATCC X80725 was included 
as an outgroup. T indicates type strains.

Figure 2:	 Maximum likelihood tree based on the 16S rRNA gene sequences of Pantoea sp. MHSD2 and its closest phylogenetic neighbours. The numbers 
on nodes indicate bootstrap values after 1000 replicates expressed in percentages. Escherichia coli strain ATCC X80725 was included as an 
outgroup. T indicates type strains.

Figure 3:	 Maximum likelihood tree based on the 16S rRNA gene sequences of Bacillus infantis strain MHSD3 and its closest phylogenetic neighbours. The 
numbers on nodes indicate bootstrap values after 1000 replicates expressed in percentages. Escherichia coli strain ATCC X80725 was included 
as an outgroup. T indicates type strains.
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Figure 4:	 Maximum likelihood tree based on the 16S rRNA gene sequences of Pantoea sp. strain MHSD4 and its closest phylogenetic neighbours. The 
numbers on nodes indicate bootstrap values after 1000 replicates expressed in percentages. Escherichia coli strain ATCC X80725 was included 
as an outgroup. T indicates type strains. 

Figure 5:	 Maximum likelihood tree based on the 16S rRNA gene sequences of Pantoea ananatis strain MHSD5 and its closest phylogenetic neighbours. The 
numbers on nodes indicate bootstrap values after 1000 replicates expressed in percentages. Escherichia coli strain ATCC X80725 was included 
as an outgroup. T indicates type strains.
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Figure 6:	 Maximum likelihood tree based on the 16S rRNA gene sequences of Pantoea sp. MHSD6 and its closest phylogenetic neighbours. The numbers 
on nodes indicate bootstrap values after 1000 replicates expressed in percentages. Escherichia coli strain ATCC X80725 was included as an 
outgroup. T indicates type strains.

Table 3:	 Identification of endophytic bacterial isolates

Bacterial isolate 
number

Size of 16S rRNA 
gene (base pairs)

NCBI BLAST hit results
Assigned bacterial 
isolate/strain name

Assigned accession 
numberDominant bacteria 

genus
% Query 

cover
E-value % Identity

1 629 Arthrobacter 100 0 100
Arthrobacter sp. strain 
MHSD1

MF613647

2 604 Pantoea 100 0 99
Pantoea sp. strain 
MHSD2

MF613648

3 600 Bacillus 100 0 100
Bacillus infantis strain 
MHSD3

MF613649

4 551 Pantoea 100 0 99
Pantoea sp. strain 
MHSD4

MF613650

5 557 Pantoea 100 0 99
Pantoea ananatis strain 
MHSD5

MF613651

6 549 Pantoea 100 0 99
Pantoea sp. strain 
MHSD6

MF613652
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We isolated bacterial endophytes from only the leaves and we believe 
the results obtained here will be additional to the minimally reported 
number of phylloplane bacterial endophytes.4 Braithwaite et al.29 have 
reported on the antimicrobial activity of P. calomelanos against bacterial 
pathogens and yeast. Thus, in exploring the antimicrobial activity and 
other potential applications of bacterial endophytes from this plant, we 
had to identify and understand its associated bacterial endophytes. 

Pantoea spp., Bacillus spp. and Arthrobacter spp. are common soil 
bacteria. Furthermore, these bacterial species have been previously 
isolated from maize, rice and medicinal plants as bacterial endophytes.30-33 
Although they are considered to be plant endophytes, bacteria from 
the same genera as the reported bacterial endophytes have also been 
isolated from diseased plants and clinical samples.27,34 From these 
reports and observations, there is a need to understand the evolutionary 
relationships of these bacterial species, and also the occurrences and 
differences between bacterial endophytes as plant endophytes and 
as phytopathogens. Therefore, we recommend that whole genome 
sequencing and comparisons can provide more comprehensive insights 
to resolve the evolutionary relationships and identify the bacterial groups 
to strain level, as well as to identify genetic components that prompt the 
occurrence of bacterial species as bacterial endophytes. 

Soil type35, season36,37 and host type38,39 have been reported to affect 
the diversity and seasonal fluctuations of bacterial endophytes. These 
factors could explain the low number of bacterial endophytes isolated 
from the current study. Furthermore, the Pantoea genus was dominant, 
with four identified Pantoea species, and we strongly believe that more 
bacterial endophytes are likely associated with P. calomelanos. Further 
studies are underway to isolate and identify bacterial endophytes from 
P. calomelanos collected in different seasons and from different soil 
types. Methods which are culture independent can also be employed in 
identifying bacterial endophytes.

Bacterial endophytes produce the same or similar metabolites as 
their hosts. Therefore, because P. calomelanos has antibacterial and 
antifungal activities, the ability of bacterial endophytes from this plant 
to produce metabolites which (1) have therapeutic activity, (2) are 

similar to those produced by P. calomelanos and (3) have other possible 
potential applications, needs to be studied. 

Conclusion
Bacterial endophytes from P. calomelanos are poorly studied. The current 
study provides information on the isolation and diversity of bacterial 
endophytes from P. calomelanos. This study is a pilot to ongoing research 
on P. calomelanos obtained in South Africa, on its secondary metabolites 
and bacterial endophytes and potential application of the secondary 
metabolites and bacterial endophytes. Furthermore, whole genomic 
studies are underway to understand the evolutionary relationships 
between bacteria that occur as plant endophytes and plant pathogens. The 
genomic components that drive the symbiosis between P. calomelanos 
and its bacterial endophytes will also form part of future studies.

Acknowledgements
We thank the Faculty Research Committee and University Research 
Committee of the University of Johannesburg for funding this research. 
We are thankful to Mr Rudzani Manafe and Mr Witness Qaku for their 
technical support. Mr Siphiwe G. Mahlangu received the NRF Scarce 
Skills Master’s scholarship (grant number SFH160628174791).

Authors’ contributions
M.H.S-D. conceptualised the research; S.G.M. conducted the 
experiments; both authors analysed the data and contributed to the 
writing and editing of the manuscript.

References
1.	 Guo LD, Hyde KD, Liew ECY. Identification of endophytic fungi from 

Livistona chinensis based on morphology and rDNA sequences. New Phytol. 
2000;147:617–630. https://doi.org/10.1046/j.1469-8137.2000.00716.x

2.	 Chojniak J, Jalowiecki L, Dorgeloh E, Hegedusova B, Ejhed H, Magner J, 
et al. Application of the BIOLOG system for characterization of Serratia 
marcescens ss marcescens isolated from onsite wastewater technology 
(OSWT)*. Acta Biochim Pol. 2015;62(4):799–805. https://doi.org/10.18388/
abp.2015_1138

Figure 7:	 Maximum likelihood tree based on the 16S rRNA gene sequences of Pantoea spp. isolated in this study and their closest phylogenetic neighbours. 
The numbers on nodes indicate bootstrap values after 1000 replicates expressed in percentages. Escherichia coli strain ATCC X80725 was 
included as an outgroup. T indicates type strains.

Research Article	 Pellaea calomelanos bacterial endophytes
Page 8 of 9

http://www.sajs.co.za
https://doi.org/10.1046/j.1469-8137.2000.00716.x
https://doi.org/10.18388/abp.2015_1138
https://doi.org/10.18388/abp.2015_1138


63South African Journal of Science  
http://www.sajs.co.za

Volume 114 | Number 9/10 
September/October 2018

3.	 Toghueo RMK, Zabalgogeazcoa I, Vazquez de Aldana BR, Boyom FF. Enzymatic 
activity of endophytic fungi from medicinal plants Terminalia catappa, 
Terminalia mantaly and Cananga odorata. S Afr J Bot. 2017;109:146–153. 
https://doi.org/10.1016/j.sajb.2016.12.021

4.	 Gouda S, Das G, Sen SK, Shin H, Patra JK. Endophytes: A treasure house of 
bioactive compounds of medicinal importance. Front Microbiol. 2016;7, Art. 
#1538, 8 pages. https://doi.org/10.3389/fmicb.2016.01538

5.	 Strobel GA. Endophytes as sources of bioactive products. Microb Infect. 
2003;5(6):535–544. https://doi.org/10.1016/S1286-4579(03)00073-X

6.	 Ding T, Melcher U. Influences of plant species, season and location of 
leaf endophytic bacterial communities of non-cultivated plants. PLoS 
ONE. 2016;11(3), e0150895, 13 pages. https://doi.org/10.1371/journal.
pone.0150895

7.	 Schuettplez E, Schneider H, Huiet L, Windham MD, Pryer KM. A molecular 
phylogeny of the fern family Pteridaceae: Assessing overall relationships 
and the affinities of previously unsampled genera. Mol Phylogenet. Evol. 
2007;44(3):1172–1185. https://doi.org/10.1016/j.ympev.2007.04.011

8.	 Alan RS, Kathleen MP, Eric S, Peter K, Harald S, Paul GW. A classification for 
extant ferns. Taxon. 2007;55(3):705–731.

9.	 South African National Biodiversity Institute (SANBI). Pellaea calomelanos 
[homepage on the Internet]. c2017 [cited 2017 Jul 30]. Available from: http://
pza.sanbi.org/pellaea-calomelanos

10.	 Muthukumar T, Prabha K. Aubuscular mycorrhizal and septate endophyte 
fungal associations in lycophytes and ferns of south India. Symbiosis. 
2013;59(1):15–33. https://doi.org/10.1007/s13199-012-0185-z

11.	 Tarnau K, Anielska T, Jurkiewicz A. Mycothallic/mycorrhizal symbiosis of 
chlorophyllous gametophytes and sporophytes of a fern, Pellaea viridis 
(Forsk.) Prantl (Pellaeaceae, Pteridales). Mycorrhiza. 2005;15(2):121–128. 
https://doi.org/10.1007/s00572-004-0306-5

12.	 Cruikshank R, Duguid JP, Marmoin BP, Swain RH. Medical microbiology. 12th 
ed. New York: Longman Group Limited; 1975.

13.	 Prescott LM, Harley JP, Klein DA. Laboratory exercises in microbiology. 5th 
ed. New York: McGraw-Hill; 2002.

14.	 MacFaddin J. Biochemical tests for identification of medical bacteria. 3rd ed. 
Philadelphia, PA: Lippincott Williams & Wilkins; 2000.

15.	 MicroStation™ System/MicroLog™ user guide. A powerful automated 
system for the rapid identification of bacteria, yeasts and filamentous fungi. 
Hayward, CA; Biolog; 2010.

16.	 Yeates C, Gillings MR, Davison AD, Altavilla N, Veal DA. PCR amplification of 
crude microbial DNA extracted from soil. Lett Appl Microbiol.1997;25:303–307. 
https://doi.org/10.1046/j.1472-765X.1997.00232.x

17.	 Tamura K, Nei M. Estimation of the number of nucleotide substitutions in the 
control region of mitochondrial DNA in humans and chimpanzees. Mol Biol 
Evol. 1993;10:512–526.

18.	 Kumar S, Stecher G, Tamura K. MEGA 7: Molecular Evolutionary Genetics 
Analysis version 7.0 for bigger datasets. Mol Biol Evol. 2016;33(7):1870–
1874. https://doi.org/10.1093/molbev/msw054

19.	 Jasim B, Joseph AA, John CJ, Mathew J. Isolation and characterization of 
plant growth promoting endophytic bacteria from the rhizome of Zingiber 
officinale. 3 Biotech. 2014;4(2):197–204. https://doi.org/10.1007/s13205-
013-0143-3

20.	 Long HH, Schmidt DD, Baldwin IT. Native bacterial endophytes promote host 
growth in a species-specific manner; phytohormone manipulations do not 
result in common growth responses. PLoS One. 2008;3(7), e2702, 10 pages. 
https://doi.org/10.1371/journal.pone.0002702

21.	 Ashkan MF, Bleakly B. Isolation, characterization and identification of putative 
bacterial endophytes from some plants in Hot Springs, South Dakota. Int 
J Curr Microbiol App Sci. 2017;6(6):756–767. https://doi.org/10.20546/
ijcmas.2017.606.089

22.	 Fouda AH, Hassan SE, Eid AM, Ewais EE. Biotechnological applications 
of fungal endophytes associated with medicinal plant Asclepias sinaica 
(Bioss.). Ann Agric Sci. 2015;50(1):95–104. https://doi.org/10.1016/j.
aoas.2015.04.001

23.	 Azevedo JL, Quecine MC. Diversity and benefits of microorganisms from the 
tropics. Zug, Switzerland: Springer International Publishing AG; 2017. https://
doi.org/10.1007/978-3-319-55804-2

24.	 Wu W, Yang F, Bai L. Influence of substrate on electricity generation of 
Shewanella loihica PV-4 in microbial fuel cells. Microb Cel Fact. 2014;13, 
Art. #69, 6 pages. https://doi.org/10.1186/1475-2859-13-69

25.	 Pyar H, Peh K. Characterization and identification of Lactobacillus acidophilus 
using Biolog rapid identification system. Int J Pharm Sci. 2014;6(1):189–193.

26.	 Stoyanova M, Vancheva T, Moncheva P, Bogatzevska N. Differentiation 
of Xanthomonas spp. causing bacterial spot in Bulgaria based on Biolog 
system. Int J Microbiol. 2014;2014, Art. #495476, 7 pages. https://doi.
org/10.1155/2014/495476

27.	 Brady CL, Venter SN, Cleenwerck I, Engelbeen K, Vancanneyt M, Swings J, et 
al. Pantoea vagans sp. Nov., Pantoea eucalypti sp. Nov., Pantoea deleyi sp. 
Nov and Pantoea antophila sp. Nov. Int J Syst Evol Microbiol. 2009;59:2339–
2345. https://doi.org/10.1099/ijs.0.009241-0

28.	 Grevers D, Cohan FM, Lawrence JG, Spratt BG, Coenye T, Feil EJ, et al. Re-
evaluating prokaryotic species. Nat Rev Microbiol. 2005;3:733–739. https://
doi.org/10.1038/nrmicro1236

29.	 Braithwaite M, Van Vuuren SF, Viljoen AM. Validation of smoke inhalation 
therapy to treat microbial infections. J Ethnopharmacol. 2008;119(3):501–
506. https://doi.org/10.1016/j.jep.2008.07.050

30.	 Xiong XQ, Liao HD, Liu XM, Zhang LY, Shi XW, Yang XL, et al. Isolation of 
a rice endophytic bacterium, Pantoea sp. Sd-1 with ligninolytic activity and 
characterization of its rice straw degradation ability. Lett Appl Microbiol. 
2013;58:123–129. https://doi.org/10.1111/lam.12163

31.	 Sheibani-Tezerji R, Naveed M, Jehl MA, Sessitsch A, Rattei T, Mitter B. The 
genomes of closely related Pantoea ananatis maize seed endophytes having 
different effects on the host plant differ in secretion system genes and mobile 
genetic elements. Front Microbiol. 2015;6, Art. #440, 16 pages. https://doi.
org/10.3389/fmicb.2015.00440

32.	 Egamberdieva D, Wirth S, Behrendt U, Ahmad P, Berg G. Antimicrobial activity 
of medicinal plants correlates with the proportion of antagonistic endophytes. 
Front Microbiol. 2017;8, Art. #199, 11 pages. https://doi.org/10.3389/
fmicb.2017.00199

33.	 Loh CY, Tan Y, Rohani R, Weber JF, Bhore SJ. Diversity of endophytic bacteria 
in Malaysian plants as revealed by 16S rRNA encoding gene sequence based 
method of bacterial identification. J Young Pharm. 2013;5:95–97. https://doi.
org/10.1016/j.jyp.2013.07.001

34.	 Brady C, Cleenwerck I, Venter S, Vancanneyt M, Swings J, Coutinho T. 
Phylogeny and identification of Pantoea species associated with plants, 
humans and the natural environment based on multilocus sequence analysis 
(MLSA). Syt Appl Microbiol. 2008;31:447–460. https://doi.org/10.1016/j.
syapm.2008.09.004

35.	 Hardoim PR, Hardoim CC, Van Overbeek LS, Van Elsas JD. Dynamics of seed-
borne rice endophytes on early plant growth stages. PLoS One. 2012;7(2), 
e30438, 13 pages. https://doi.org/10.1371/journal.pone.0030438

36.	 Forchetti G, Masciarelli O, Izaguirre MJ, Alemano S, Alvarez D, Abdala G. 
Endophytic bacteria improve seedling growth of sunflower under water 
stress, produce salicylic acid, and inhibit growth of pathogenic fungi. Curr 
Microbiol. 2010;61:485–493. https://doi.org/10.1007/s00284-010-9642-1

37.	 Gao XX, Zhou H, Xu DY, Yu CH, Chen YQ, Qu LH. High diversity of endophytic 
fungi from the pharmaceutical plant, Heterosmilax japonica Kunth revealed by 
cultivation-independent approach. FEMS Microbiol Lett. 2005;249:255–266. 
https://doi.org/10.1016/j.femsle.2005.06.017

38.	 Ding T, Palmer MW, Melcher U. Community terminal restriction fragment 
length polymorphisms reveal insights into the diversity and dynamics of leaf 
endophytic bacteria. BMC Microbiol. 2013;13, Art. #1, 11 pages. https://doi.
org/10.1186/1471-2180-13-1

39.	 Hunter PJ, Hand P, Pink D, Whipps JM, Bending GD. Both leaf properties 
and microbe-microbe interactions influence within-species variation in 
bacterial population diversity and structure in the lettuce (Lactuca species) 
phyllosphere. Appl Env Microbiol. 2010;76(24):8117–8125. https://doi.
org/10.1128/AEM.01321-10

Research Article	 Pellaea calomelanos bacterial endophytes
Page 9 of 9

http://www.sajs.co.za
https://doi.org/10.1016/j.sajb.2016.12.021
https://doi.org/10.3389/fmicb.2016.01538
https://doi.org/10.1016/S1286-4579(03)00073-X
https://doi.org/10.1371/journal.pone.0150895
https://doi.org/10.1371/journal.pone.0150895
https://doi.org/10.1016/j.ympev.2007.04.011
http://pza.sanbi.org/pellaea-calomelanos
http://pza.sanbi.org/pellaea-calomelanos
https://doi.org/10.1007/s13199-012-0185-z
https://doi.org/10.1007/s00572-004-0306-5
https://doi.org/10.1046/j.1472-765X.1997.00232.x
https://doi.org/10.1093/molbev/msw054
https://doi.org/10.1007/s13205-013-0143-3
https://doi.org/10.1007/s13205-013-0143-3
https://doi.org/10.1371/journal.pone.0002702
https://doi.org/10.20546/ijcmas.2017.606.089
https://doi.org/10.20546/ijcmas.2017.606.089
https://doi.org/10.1016/j.aoas.2015.04.001
https://doi.org/10.1016/j.aoas.2015.04.001
https://doi.org/10.1007/978-3-319-55804-2
https://doi.org/10.1007/978-3-319-55804-2
https://doi.org/10.1186/1475-2859-13-69
https://doi.org/10.1155/2014/495476
https://doi.org/10.1155/2014/495476
https://doi.org/10.1099/ijs.0.009241-0
https://doi.org/10.1038/nrmicro1236
https://doi.org/10.1038/nrmicro1236
https://doi.org/10.1016/j.jep.2008.07.050
https://doi.org/10.1111/lam.12163
https://doi.org/10.3389/fmicb.2015.00440
https://doi.org/10.3389/fmicb.2015.00440
https://doi.org/10.3389/fmicb.2017.00199
https://doi.org/10.3389/fmicb.2017.00199
https://doi.org/10.1016/j.jyp.2013.07.001
https://doi.org/10.1016/j.jyp.2013.07.001
https://doi.org/10.1016/j.syapm.2008.09.004
https://doi.org/10.1016/j.syapm.2008.09.004
https://doi.org/10.1371/journal.pone.0030438
https://doi.org/10.1007/s00284-010-9642-1
https://doi.org/10.1016/j.femsle.2005.06.017
https://doi.org/10.1186/1471-2180-13-1
https://doi.org/10.1186/1471-2180-13-1
https://doi.org/10.1128/AEM.01321-10
https://doi.org/10.1128/AEM.01321-10


64South African Journal of Science  
http://www.sajs.co.za

Volume 114 | Number 9/10 
September/October 2018

© 2018. The Author(s). 
Published under a Creative 
Commons Attribution Licence.

Mapping chlorophyll-a concentrations in a 
cyanobacteria- and algae-impacted Vaal Dam 
using Landsat 8 OLI data

AUTHORS:
Oupa E. Malahlela1 

Thando Oliphant2

Lesiba T. Tsoeleng1

Paidamwoyo Mhangara1

AFFILIATIONS:
1Research and Applications 
Development, Earth Observation 
Directorate, South African 
National Space Agency, Pretoria, 
South Africa
2Data Products and Services, 
Earth Observation Directorate, 
South African National Space 
Agency, Pretoria, South Africa

CORRESPONDENCE TO: 
Oupa Malahlela

EMAIL: 
o.malahlela@gmail.com 

DATES:
Received: 06 Dec. 2017

Revised: 27 Mar. 2018

Accepted: 31 May 2018

Published: 11 Sep. 2018

KEYWORDS:
chlorophyll-a; Landsat 8; 
Vaal Dam; water quality

HOW TO CITE:
Malahlela OE, Oliphant T, 
Tsoeleng LT, Mhangara P. 
Mapping chlorophyll-a 
concentrations in a 
cyanobacteria- and algae-
impacted Vaal Dam using 
Landsat 8 OLI data. S Afr 
J Sci. 2018;114(9/10), 
Art. #4841, 9 pages. https://doi.
org/10.17159/sajs.2018/4841

ARTICLE INCLUDES:
×	 Supplementary material

×	 Data set

FUNDING: 
South African National 
Space Agency; RandWater 
Scientific Services 

Mapping chlorophyll-a (chl-a) is crucial for water quality management in turbid and productive case 
II water bodies, which are largely influenced by suspended sediment and phytoplankton. Recent 
developments in remote sensing technology offer new avenues for water quality assessment and chl-a 
detection for inland water bodies. In this study, the red to near-infrared (NIR-red) bands were tested for 
the Vaal Dam in South Africa to classify chl-a concentrations using Landsat 8 Operational Land Imager 
(OLI) data for 2014–2016 by means of stepwise logistic regression (SLR). The moderate-resolution 
imaging spectroradiometer (MODIS) data were also used for validating chl-a concentration classes. The 
chl-a concentrations were classified into low and high concentrations. The SLR applied on 2014 images 
yielded an overall accuracy of 80% and kappa coefficient (κ) of 0.74 on April 2014 data, while an overall 
accuracy of 65% and κ=0.30 were obtained for the May 2015 Landsat data. There was a significant 
(p<0.05) negative correlation between chl-a classes and red band in all analyses, while the NIR band 
showed a positive correlation (0.0001; p<0.89) for April 2014 data set. The 2015 image classification 
yielded an overall accuracy of 83% and κ=0.43. The difference vegetation index showed a significant 
(p<0.003) positive correlation with chl-a concentrations for May 2015 and July 2016, with chl-a ranges 
of between 2.5 µg/L and 1219 µg/L. These correlations show that a class increase in chl-a (from low 
to high) is in response to an increase in greenness within the Vaal Dam. We have demonstrated the 
applicability of Landsat 8 OLI data for inland water quality assessment.

Significance:
•	 The magnitude of the algae problem in the Vaal Dam is highlighted.

•	 Landsat 8 OLI satellite data have potential in mapping chl-a in inland water bodies.

•	 Both the red and the near infrared wavelengths were significant in mapping chl-a concentrations in the 
Vaal Dam.

•	 Satellite earth observation can be instrumental for water quality monitoring and decision-making.

Introduction
Freshwater resources are central for human sustenance and are a catalyst for economic development. However, 
freshwater resources globally are increasingly being polluted by industrial effluent, phosphorous and residual 
nitrates1 attributed to rapid industrialisation2, and the intensive use of fertilisers and pesticides in agriculture3. This 
situation is becoming more precarious in industrialised and agrarian economies with scarce surface freshwater 
resources. For many years, the subject of water quality has attracted the attention of policymakers and scientists 
across the African continent.4,5 South Africa, in particular, is currently confronted with several water quality issues. 
Eutrophication is at the centre of water quality challenges currently confronting water authorities in South Africa, and 
is a matter of public and scientific concern.6 Satellite-based remote sensing is increasingly playing a fundamental 
role in providing valuable spatial and temporal measurements of the concentration of chlorophyll-a (chl-a) in 
water bodies dominated by cyanobacteria and algal blooms globally. Many scientific studies have highlighted the 
advantages of using satellite imagery in monitoring the status of eutrophication in case II water bodies regularly.7,8 
Thus, the estimation of chl-a concentration in inland water bodies is important for effective monitoring of water 
quality for management purposes.

However, determination of light-absorbing chl-a in case II water bodies (those water bodies whose optical properties 
are determined by phytoplankton and related constituents9) is more challenging considering the optical properties 
of the water bodies. This challenge is primarily because of the presence of other biophysical constituents such as 
dissolved organic matter and suspended solids with varying abundance, concentrations and reflectance.10,11 This 
variation leads to a situation in which the chl-a concentrations do not necessarily present a readily measureable, 
homogenous surface cover across the water body. Instead, complex optical properties are realised, thereby 
increasing challenges related to chl-a detection.11 Fortunately, remote sensing technology has opened avenues 
for successful detection of chl-a concentrations in inland water bodies, through prevalence of algae12 and aquatic 
invasive vegetation13-15.

One of the most commonly used remote sensing approaches for deriving chl-a is hyperspectral sensing, which has 
proved effective for estimating chl-a in case II waters.11,16,17 However, the use of hyperspectral data and models is 
limited by its cost and high data dimensionality. In order to address this challenge, a number of optical multispectral 
sensors, such as the moderate-resolution imaging spectroradiometer (MODIS) and medium-resolution imaging 
spectrometer (MERIS) were used for estimating chl-a in inland waters.11,18,19 The application of MODIS and MERIS 
to estimate chl-a concentrations is possible mainly because of the relationship between chl-a concentrations and 
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spectral reflectance in red and near-infrared (NIR) regions.20,21 However, 
the coarse spatial resolution of MODIS and satellite discontinuity of 
MERIS have made it challenging to map chl-a to resolve small water 
bodies, particularly when mapping relies on the complementary nature 
of MODIS data by MERIS data sets. Additionally, the low signal-to-noise 
ratio of these sensors (8-bit) may not be adequate to characterise inland 
water quality.

The advancement in remote sensing technology has resulted in the launch 
of Landsat 5 Thematic Mapper (TM) and 7 Enhanced Thematic Mapper 
(ETM+) space-borne sensors with a spatial resolution of 30 m. These 
sensors comprise spectral regions similar to those of the MODIS sensor, 
in the visible to NIR region. Both Landsat 5 and 7 have demonstrated 
superior capability to both MERIS and MODIS in medium-size and small 
inland water as a result of their spatial resolution.22 They are known to be 
characterised by limited signal-to-noise ratio, four bands in the visible-
NIR, and an 8-bit quantiser.23 However, the instrumentation problems 
associated with Landsat 7 image acquisition limit the applicability of this 
sensor in detecting moving algal concentrations. For example, the Scan 
Line Corrector (SLC; an electromechanical device that compensates for 
the forward motion of Landsat 7) failed on 31 May 2003, resulting in up 
to 22% of the pixels missing in the collected image scenes.24 The recently 
launched Landsat 8 Operational Land Imager (OLI) with improved signal-
to-noise ratio and 12-bit quantisation exhibited the potential to map 
chl-a by using empirical band ratio regression models.25 This potential 
is because of its stripe-free images, as opposed to the striped images 
acquired by Landsat 7 ETM+ over the local study area. Based on the 
assumptions made by Gitelson et al.26 and Dall’Olmo and Gitelson27 
regarding the sensitivity of red and NIR bands in estimating chl-a, the 
question arose as to whether we can effectively use Landsat OLI data 
to map such chl-a concentrations in water bodies whose properties are 
significantly affected by mineral particles (i.e. case II water bodies).

Various statistical models have been used to map chl-a in both case I and 
II waters. Case I water consists of a high concentration of phytoplankton 
compared to other particles, whereas case II waters consist of high 
turbid water with an abundant occurrence of dissolved organic matter 
and suspended solids. Amongst these different algorithms is the 
linear inversion matrix28, neural network methods13,29 and regression 
models30. Perhaps one of the most commonly used methods is the 
linear regression model, which relates water/chl-a concentrations to 
spectral measurements as observed by satellites.31 There are limited 
studies that have used the logistic regression model, which is a type 
of generalised linear model, for estimation of chl-a, particularly when 
such estimations are done to categorise chl-a into discreet classes. 
Therefore, we aimed to estimate chl-a concentrations of cyanobacteria 
and algae in the Vaal Dam in South Africa using the Landsat 8 OLI data 
set. The objective of the study was to test whether single and two-band 
normalised indices, derived from sensitive bands, could aid in estimating 
chl-a concentrations in the Vaal Dam. The Vaal Dam is one of the 
largest and economically most important dams in South Africa, with its 
significance highly recognised, particularly during the dry season.32 To 
the best of our knowledge, there has never been a study in South Africa 
in which Landsat OLI data were used in modelling chl-a concentrations 
in large, semi-arid water bodies such as the Vaal Dam. Spatial data 
concerning the concentrations of chl-a in economically important dams 
of South Africa remain limited.

The Vaal Dam is a trans-provincial water body that forms a boundary 
between the Gauteng and Mpumalanga Provinces, Gauteng and 
Free State Provinces, and Free State and Mpumalanga Provinces of 
South  Africa. It is located at 26°56’49’’S and 28°14’30’’E (Figure  1). 
The dam was constructed in 1938 with a wall height of 54.2 m, which 
was elevated to 63.5 m in 1985 because of increased water capacity of 
2188 million m3/year.33 The Vaal Dam has a surface area of approximately 
321 km2 and an average depth of 22.5 m; and the Dam supplies large 
volumes of water to the people of South Africa.34 The water is mostly 
turbid, with the Dam characterised by silty bottom strata responsible 
for constant turbidity at varying degrees. Apart from the turbid nature of 
the Dam, algal blooms that affect the biophysical and chemical quality 
of the water are a growing concern35; these blooms are a common 

phenomenon along the Vaal River System. Because of its economic 
importance, there is a need to monitor algal blooms and to control 
cyanobacteria – which are the primary indicators of eutrophication levels 
in case II waters – within this reservoir. Cyanobacterial blooms have 
been a major environmental concern for many years, with well-known 
cattle deaths in the 1940s associated with cyanobacteria.36 Although 
there is sufficient public awareness of the impacts of cyanobacteria in 
South Africa, information on the spatial distribution of chl-a over time 
within the Vaal Dam is lacking, and is crucial for reservoir management.

Figure 1:	 Locality map of the study area.

Methods
Data and pre-processing
Landsat 8 OLI data were explored as a source to estimate chl-a 
concentrations of cyanobacteria and algae within the Vaal Dam. Table 1 
shows the details of images acquired for the study. One of the images 
was acquired on 22 April 2014 – the day that corresponded to one of the 
highest peaks of algal blooms in water bodies in the Vaal Dam.37 Landsat 
8 data comprise a total of 11 spectral bands in the visible to thermal 
infrared region (0.43–12.51 µm). In the visible shortwave infrared 
spectrum, Landsat 8 has a band range from coastal band (0.44 µm) to 
shortwave infrared (2.29 µm) and a ground sampling distance of 30 m. 
Each of the spectral bands in the visible shortwave infrared range was 
converted from a digital number to top-of-atmosphere reflectance value 
(0–1) by means of Equation 1:

ρλ' = ρMQcal + ρA	 Equation 1
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where ρλ is top-of-atmosphere planetary reflectance, without correction 
for solar angle; ρM is a band-specific multiplicative rescaling factor, ρA 
is the band-specific additive rescaling factor, and Qcal is the quantised 
and calibrated standard pixel values in digital numbers.38 Based on 
our objective, a total of seven (7) spectral bands were merged to form 
multispectral images with 16-bit radiometric resolution. These spectral 
bands were coastal (0.44 µm), blue (0.48 µm), green (0.56 µm), red 
(0.66 µm), near-infrared (0.87 µm), shortwave infrared1 (1.61 µm) and 
shortwave infrared2 (2.20 µm). The atmospheric correction processing 
was done on each satellite image using Quick Atmospheric Correction 
(QUAC) module in ENVI®.39 The resultant QUAC images had values from 
0 to 10 000, and were rescaled to have values of between 0 and 1 using 
Equation 2:

Imgn = Imgi x 0.0001 - 0.1	 Equation 2

where Imgn is the new reflectance image (0–1 value) and Imgi is the 
QUAC image with values scaled to 10 000. This step was necessary to 
allow for comparison of image values after the effect of atmosphere was 
removed from the images. The QUAC algorithm was chosen because of 
its accuracy in chl-a estimation for turbid waters and because it comes 
as a standard extension in the ENVI software.38,39

In order to derive the geographical extent of the Vaal Dam from satellite 
images, a simple water index algorithm was applied on individual images. 
The index is based on the low within-class variation of water pixels in blue 
(0.48 µm) and shortwave infrared (1.61 µm) bands of Landsat 8 OLI. It 
classifies water pixels as 1 and non-water pixels as 0 and has shown to 
be effective in many parts of the world.38 This processing was followed 
by subsetting an atmospherically corrected 7-band Landsat OLI imagery 
of the delineated study area. Ultimately, the pre-processing included 
pan-sharpening of the individual image with a 15-m panchromatic band 
in order to improve the ground sampling distance of the 30-m images 
using the nearest-neighbour resampling method.

Table 1:	 Specifications of the satellite data used in the study

Sensor Path/row
Ground 

sampling 
distance (m)

Date
Atmospheric 

condition

OLI 170/079 15 22 April 2014 Partly cloudy

OLI 170/079 15 27 May 2015 Clear conditions

OLI 170/79 15 16 July 2016 Clear conditions

MODIS - 250 21 April 2014 Clear conditions

MODIS - 250 26 May 2015 Clear conditions

OLI, Operational Land Imager; MODIS, moderate-resolution imaging 
spectroradiometer

Selecting regions of interest
The visual interpretation of various chl-a densities was done on pan-
sharpened Landsat 8 imagery (15 m ground sampling distance) in order 
to extract regions of interest (ROIs). The ROIs were chosen with the aid 
of the spectral reflectance curve shown in Figure 2 and the two-class 
algorithm based on the normalised difference vegetation index (NDVI) 
shown in Figure 3. The spectral profiles were pre-assessed using average 
spectra of extracted pixels from the 2016 image classes (low=17 and 
high=6) corresponding to field data collected during this period. Figure 2 
shows that average spectra of the low and high chl-a classes for both 
visual (image data set) and quantitative (field data set) selection are not 
very different from each other. Additionally, Table 2 gives a summary of the 
statistics of low and high chl-a classes derived from Landsat data and field 
data collected on the Vaal Dam. A total of 49 (n=49) ROIs was extracted 
from each image, corresponding to images acquired in 2014 to 2016. The 
ROIs were chosen to fall within low or high chl-a concentration classes.

Figure 2:	 Typical spectral profiles of high and low classes of chl-a as 
observed from Landsat OLI field data of the study area.

Figure 3:	 Normalised difference vegetation index (NDVI) classification 
scheme used in the study to separate chl-a concentrations into 
two classes.

Table 2:	 Descriptive statistics of two chl-a classes from the normalised 
difference vegetation index (NDVI) calculated using red and 
near-infrared bands of Landsat OLI data, and the NDVI derived 
from field data

Class Low (field) High (field)

Descriptive 
statistics

Minimum -0.23 (-0.64) -0.13 (-0.61)

Mean () -0.22 (-0.53) -0.04 (-0.36)

Maximum -0.14 (-0.45) 0.42 (-0.12)

Standard deviation (σ) 0.018 (0.06) 0.11 (0.21)

Field data collection
Field data were collected on 16 July 2016 from the Vaal Dam. Sampling 
was done in terms of the exact longitudes and latitudes of the sampling 
points and in-situ classification of chl-a concentration; actual algae 
samples were taken for laboratory analysis. The data were collected 
corresponding to the time of the Landsat 8 OLI overpass (at approximately 
10:00). A total of 23 samples was collected and all samples were 
analysed for chl-a concentration. Table 3 gives the details of the field 
data collected. This data set was used for validating the model used for 
predicting chl-a and was later used for producing the maps. Figure 4 
shows the scatterplot of the points collected in the field. Because the 

Research Article	 Mapping chlorophyll-a using Landsat 8
Page 3 of 9

http://www.sajs.co.za


67South African Journal of Science  
http://www.sajs.co.za

Volume 114 | Number 9/10 
September/October 2018

minimum chl-a value (2.5 µg/L) was far less than the maximum chl-a 
value (1219 µg/L), we applied the log transformation to this skewed data 
using Logx+1 in order to force the data to conform to normality.

Figure 4:	 Scatterplot showing the distribution of chl-a samples collected 
from the Vaal Dam during the 2016 field campaign.

Table 3:	 Summary of the field data collected in July 2016 

Class Low (µg/L) High (µg/L)

Descriptive 
statistics

Minimum 2.5 49

Mean () 12.7 392

Maximum 35 1219

Std. deviation (σ) 10.3 446.8

Data analysis
Data analysis was performed on three Landsat images in R,40 QGIS version 
2.12 and ENVI version 4.7. Various vegetation indices that are sensitive 
to chl-a were derived. These indices, in addition to chl-a sensitive bands, 
were selected on the basis of their relationship with chl-a in case II water 
bodies.26 These indices were two-band indices in the red-NIR region of 
Landsat OLI. Table 4 shows the vegetation indices used in this study. 
From each image, 60% of the ROIs (n=29) was used for training the 
model, while 40% (n=20) was reserved as an independent validation 
data set. Similar ROIs were used for calibrating the model for the 2016 
image, with the field data set serving as validation. In order to estimate 
classes of chl-a using remote sensing data, a multiple step-wise logistic 
regression (SLR) was employed. The SLR is given in the form of:

exp (β
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2
X
2
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 X
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+ε)

1+exp (β
0
+β

1
X
1
+β

2
X
2
+...+β

n
 X

n
+ε)

yi= 	 Equation 3

where y is the resultant chl-a concentration of an i-th class, a is the 
y-intercept, bn is the regression estimate of variable xn, and ɛ is an 
error associated with prediction which was not pre-determined but it is 
associated with the logistic regression model. In addition, the D2 (which 
is an analogy of R2) was used to compare the strength of the model fit. 
The D2 is given by:

residual deviance
null deviance

D2 = 1- 	 Equation 4

Because we were using images acquired on different dates, it was 
necessary to assess possible differences and similarities between ROIs 
collected from the 2016 image (date of field data acquisition) and those 
collected from 2014 and 2015 images. For this reason, we adopted the 
spectral discrimination index (SDI) for the 2014/2016 image pair and the 
2015/2016 image pair41,42 acquired for the same season (autumn). The 
SDI is computed from Equation 5 as:

|µ1-µ2|
SDI= σ1+σ2

	 Equation 5

where µ1 and µ2 are the mean values of chl-a pixels in time period 1 and 
2, respectively; and σ1 and σ2 are the standard deviations of the chl-a 
pixels between time 1 and 2, respectively. A higher SDI indicates that 
these two images are significantly different while a lower value indicates 
that there is a form of similarity in conditions at times 1 and 2. A rule 
of thumb is that an SDI>1 shows a satisfactory dissimilarity between 
two mean values. The preliminary SDI on extracted ROIs showed less 
varying chl-a spectra on Landsat 8 OLI images acquired in 2014–2016 
(µ2014=0.090, s.d.=0.053; µ2015=0.103, s.d.=0.083; µ2016=0.084, 
s.d.=0.037). The SDI value between 2014 and 2016 images was 0.07, 
while a value of 0.16 was obtained on images acquired in 2015 and 
2016. This information suggested that the spectral analysis could further 
be done for all three image dates as the conditions prevailing during field 
data collection did not significantly differ (SDI<0.2).

Accuracy assessment
In order to validate the reliability of the results and model used in estimating 
two main classes of chl-a concentrations, statistical comparison was 
done between the predicted chl-a and visually quantified chl-a. For a 
more robust validation of the model, the field data collected on 16 July 
2016 were used as an independent validation data set (n=23), which 
was not significantly different from the data set used for 2014 and 2015 
validation (n=20). The NDVI derived from MODIS was used against 
the predicted classes. The MODIS data were used for evaluating any 
similarities between MODIS NDVI and Landsat 8 NDVI used to classify 
chl-a preliminarily into high and low classes. The NDVI is the quantitative 
indicator of vegetation greenness and its relative density as observed 
using space-borne satellites. The NDVI values have a range from -1.0 
to +1.0, with positive values (close to +1.0) indicating healthy green 
pigment. Geographical features such as water, areas of barren rock, 
sand, and bare soil are usually characterised by values below zero (close 
to -1.0). 

The MODIS NDVI product has shown correlation with various chl-a 
classes and the ground data in Heihe River Basin, with an R2 of up to 
0.98.43 On the other hand, Gitelson et al.44 have shown that MODIS-
retrieved NDVI vs fAPARgreen showed a very close relationship with the 
fAPARgreen vs in-situ NDVI, while MODIS NDVI showed positive correlation 
with chlorophyll content45. This makes the MODIS NDVI product a good 
reference data set for chl-a studies. The reference data set was obtained 
from points generated on MODIS NDVI with 250-m pixel resolution, and 
the ROIs from Landsat 8. The MODIS NDVI products were produced 
for the dates that correspond with the Landsat 8 image acquisitions for 
2014 and 2015, as the 2016 data set could only be validated using the 
field data set. Because MODIS NDVI values are scaled from -1999 to 
7500, we converted them to standard NDVI values of between -1.0 and 
1.0 using Equation 6:

NDVIn = NDVI x 0.0001	 Equation 6

where NDVIn is the standard NDVI, and NDVI is the MODIS NDVI product. 
Classification accuracy was computed from the overall accuracy, which 
is the total number of correctly classified cases to the total number of 
cases. In addition, the accuracy was further assessed by calculating 
the kappa coefficients (κ) between classes of low chl-a concentrations 
(0) and high concentrations (1) using the field chl-a data set. The κ is 
given by:

ρobs - ρchn

1 - ρchn

κ = 	 Equation 7

where ρobs is the observed proportion of agreement and ρchn is the 
proportion expected by chance. 
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Results and discussion
The results of the SLR are shown in Table 5. The SLR model used 
to estimate classes of algae based on chl-a concentration was more 
sensitive for the April 2014 analysis than for both May 2015 and 2016 
data sets. For the April 2014 Landsat data, the SLR model yielded a higher 
D2 than for the May 2015 data (D2=76.8% and 35.01%, respectively). 
The April period in South Africa corresponds to the period when the algae 
and cyanobacteria in the Vaal Dam reach their maximum photosynthetic 
activities.37 Classification of the 2016 image yielded the second highest 
D2 of 64.37%. The equations used to derive chl-a distribution maps 
(classes) for both April 2014 and May 2015 are given by:

exp (22.7800-(0.0025 x β
4
)+(0.0001 x β

5
))

(1+exp (22.7800-(0.0025 x β
4
)+(0.0001 x β

5
)))

chl-a = 	 Equation 8

exp (6.9989+(0.0027 x β
3
))

(1+exp (6.9989+(0.0027 x β
3
)))

chl-a =
	 Equation 9

Equations 8 and 9 were applied to the 2014 and 2015 images, respectively. 
The model which comprises variables β4 (red band at 0.66  µm) and 
β5 (NIR band at 0.86 µm) as predictors was used for estimating chl-a 
concentration in the Vaal Dam. The red band (β4) was significantly 
and negatively correlated with the density of chl-a in the dam (-0.002; 
p<0.001) for the April 2014 Landsat 8 data. This relationship is as a result 
of the photochemical activity of photosystem II which is characterised 
by a reduction in the shorter wavelength red band because of increased 
chl-a concentration.46 Additionally, although not significantly, the NIR band 
(β5) was positively correlated with the density of chl-a (0.0001; p<0.89). 

The positive correlation between the chl-a and the NIR also supports the 
negative correlation between the red band and chl-a density. The increase 
in algae biomass results in an increase in the opposing trends between the 
NIR and red band correlations (Figure 3). The NIR region, which is outside 
of the PAR region, is mainly used by the algae for photomorphogenesis, 
which is light regulating changes in development, morphology, bio
chemistry, cell structure and function in response to light.47,48

For the 2016 winter image, the estimation of chl-a was derived following 
Equation 10. The pattern of this model used for predicting chl-a 
concentration showed similarity to the one used in 2015.

exp (1.090+(36.308 x β
3
))

(1+exp (1.090+(36.308 x β
3
)))

chl-a = 	 Equation 10

On the other hand, the difference vegetation index represented as 
variable β3

 was the only significant (0.0027; ρ<0.018) remote sensing 
variable for predicting chl-a in the Vaal Dam for the images acquired in 
both May 2015 and July 2016. The positive correlation between chl-a 
classes and difference vegetation index suggests that the higher the 
concentration of the healthy green algae, the greater the absorption of 
the red band (PAR), as the difference vegetation index is calculated from 
the difference between the red and NIR bands.49 It is generally known that 
remote sensing indices are better designed for mapping changes in chl-a 
than are individual spectral bands because of their ability to compensate 
for errors resulting from solar or viewing geometry.

Initial desktop validation data showed that the SLR model applied on 
Landsat OLI April 2014 data yielded an 80% overall accuracy while a 
65% overall accuracy was obtained from Landsat OLI data for May 2015. 

Table 4:	 The input remote sensing variables used for estimating chl-a

Variable 
(index)

Formulation Reference Sensitivity

β1 β1 α (Rrs (0.66) x Rrs (0.86))-1 -1 Dall’Olmo and Gitelson27 Chlorophyll-a

β2 (simple ratio) β2 α (Rrs (0.86) / Rrs (0.66))-1 -1 Jordan62 Chlorophyll-a, biomass, vegetation health

β3 (difference vegetation 
index) β3 α (Rrs (0.86) - Rrs (0.66))-1 -1 Broge and Leblanc49 Vegetation greenness, chlorophyll-a, biomass

β4 β4 α (Rrs (0.66))-1 Huete et al.63 Chlorophyll-a, vegetation greenness

β5 β5 α (Rrs (0.86))-1 Huete et al.63 
Vegetation greenness, biomass, moisture 
content, chlorophyll-a

Table 5:	 The results of the logistic regression as applied on April 2014, May 2015 and July 2016 Landsat 8 OLI images of the study area

Image date Variable Estimate Standard error Pr (> | z | ) κ D2 (%)
Overall accuracy % 
(Landsat 8/MODIS)

22 April 2014

y-intercept 22.7800 7.9400 0.0040**

0.74 76.38 80/95β4 -0.0025 0.0001 0.0003***

β5 0.0001 0.0004 0.8900 

27 May 2015
y-intercept 6.9939 3.1857 0.0281*

0.30 35.01 65/65
β3 0.0027 0.0011 0.0181*

16 July 2016
y-intercept 1.090 1.419 0.442

0.43 64.37 83/-
β3 36.308 16.628 0.029*

*p<0.05, **p<0.01, ***p<0.001
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There was substantial agreement (κ=0.74) between the validation data 
set and the predicted chl-a concentrations for the image acquired on 
22 April 2014, while a fair agreement (κ=0.30) was observed for the 
22 May 2015 image. These levels of agreement were predominantly 
affected by the sample size of the validation data set. However, the field 
data set resulted in a classification accuracy of 83% with fair agreement 
between the observed and the measured concentrations (κ=0.43).

Thematic maps
Figure 5 shows the results of the spatial characteristics of predicted chl-a 
for the April 2014 and May 2015 study periods. The chl-a concentration 
ranged from 0 (indicating low class) to 0.99 (indicating high class) in 
the lentic freshwater body corresponding to a minimum of 2.5 µg/L 
and a maximum of 1219 µg/L. On the other hand, there is correlation 
(R2=0.61) between the log-transformed chl-a measurements and the 
estimated chl-a as shown in Figure 6. The resultant maps indicate 
that higher class concentrations were predominantly found at or near 
the shores of the dam. These areas are usually shallower with higher 
temperatures than the deep waters, resulting in lateral diurnal thermal 
variations.50 In addition, the various concentrations of algal blooms 
are also attributed to the global changes in climate and anthropogenic 
activities.51 Whereas climate change affects algal formation at a 
global scale, the local anthropogenic activities – such as nutrient load 
into the Vaal Dam – are more important in controlling algal densities. 
This is particularly important considering the various forms of human 
activities occurring at different parts of the Vaal River Basin. The higher 
concentrations were usually found where the Dam has a meandering 
shape, especially in the northern part of the Dam, although some higher 
chl-a concentrations occurred within the Dam. The northern part is 
where the Vaal River flows into the Vaal Dam, contributing a greater 
proportion of nutrient load.52

a

c

e

d

f

b

Figure 5:	 The stepwise logistic regression results depicting predicted 
distribution of chl-a within the Vaal Dam. The true colour maps 
are indicated by (a), (c) and (e) and their corresponding results 
in (b), (d) and (f).

Figure 6:	 Correlation between the predicted chl-a concentrations and 
measured log-transformed chl-a concentrations within the 
Vaal Dam.

From the Landsat data acquired for April 2014, high concentrations of 
chl-a were estimated to be in the southeasterly part of the Dam – a flood 
plain composed mainly of productive agricultural lands. The sections 
located next to the Dam wall (in the northwestern side) had relatively low 
chl-a concentrations in 2014, while in 2015 there was a shift in terms 
of chl-a in that previously low class water sections became high class 
sections. From the 2016 image analysis, it becomes apparent that the 
2015/2016 drought reported in South Africa resulted in increased algal 
blooms at the study area, especially where the Vaal River enters the Dam. 
There has been a pronounced shift in chl-a concentrations from very 
sparse concentrations to very dense concentrations since 2014. Factors 
that might have contributed to this spatial chlorophyll shift may be a 
response to the rapid warming of the water along Vaal tributaries during 
the September to November months, and rapid cooling during April to 
June.53 These rapid temperature variations create a situation in which the 
growth rates of freshwater eukaryotic phytoplankton generally stabilise, 
while growth rates of many cyanobacteria increase, thereby providing 
a competitive advantage.54,55 The rapid growth of cyanobacteria in the 
Vaal Dam during April marks the final dominance of both Anabaena and 
Microcystic species, followed by a period of very low blooms during 
the winter months (May–August). The stability of the Vaal Dam (as a 
slow-circulating dam) and the availability of phosphates in the water are 
usually amongst the contributing factors to the sudden algal development 
in case II water bodies.56 Both phosphorus and nitrogen are some of the 
crucial biochemical components of plant organic matter, and previous 
studies have shown that remote sensing data can be used to estimate 
such chemical components in plants.57

Pollution in the Vaal Dam
Both cyanobacteria and algae grow naturally in water bodies. However, 
anthropogenic activities play a major role by influencing the rate of growth of 
algal blooms.6,58 Several anthropogenic activities were identified as primary 
contributors to the algal blooms in the Vaal Dam, resulting in an obvious 
increase in the eutrophication levels. These activities include dissolved urban 
effluents, heavy metal contaminants, mining and industrial effluent, most of 
which are nutrient rich.59 These contaminants have their origin in tributaries 
upstream, such as those of the Vaal River and the Wilge River. The tributaries 
of the Vaal River may be most important because they drain from some 
highly industrialised areas of Gauteng and Mpumalanga. The concentrations 
of chl-a in the Vaal Dam have exceeded 70 µg/L since 2005 and continue to 
increase annually as a result of a combination of many factors.60 It has been 
reported that most of the significant water quality challenges emerge from 
biological materials (from faecal solid materials) and chemical materials 
(from gold mining and industrial pollutants).61 All of these factors render the 
Vaal Dam eutrophic, which means that the reservoir contains, among other 
water quality indicators, a chl-a greater than 5 µg/m3.37
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Considerations
The aim of the study was to estimate the chl-a concentrations within the 
Vaal Dam, using the Landsat OLI data set. This study was successful 
in classifying chl-a into two classes – low concentrations and high 
concentrations. The SLR model used identified different significant 
variables within each data set, although the trend of occurrence was 
similar in all instances. The classification was done in autumn, which 
is the period that corresponds with the highest chl-a content within 
the Vaal  Dam.37 In the current study, high chl-a concentrations were 
associated with the presence of dominant Cyanophaceae group 
(Anabaena and Mycrocystis) species. The current analysis is primarily 
relevant for remediation purposes, in that it provides estimates of the 
status quo during the high cyanobacteria and algae blooming season. 
Mapping chl-a concentrations during these time periods is key for 
implementing remediation strategies against eutrophication as dictated 
by the South African National Water Act (Act no. 36 of 1998), and does 
not guarantee similar concentrations in subsequent years unless the 
anthropogenic and biophysical/chemical conditions are maintained. 
Predicting the potential distribution of chl-a in the Vaal Dam during low 
cyanobacteria and algae periods could be essential for planning and 
management purposes. Knowing where the potentially high densities 
of chl-a are likely to be will enable the water resource managers to 
strategically allocate limited financial resources for water treatment 
using algaecides in the Vaal Dam.

The mapping of chl-a in the current study may have been limited by 
the atmospheric correction method used for the study. It was not the 
purpose of the current study to compare the performance of atmospheric 
correction algorithms as such studies have been done elsewhere.11 
However, it is possible that the accuracy of estimates may have been 
affected by the atmospheric correction method used. Additionally, 
the number of training and validation points may have impacted on 
the accuracy of the SLR model for both Landsat OLI and MODIS data 
sets. The difference in ground sampling distance between Landsat 8 
OLI (15 m pan-sharpened) and MODIS (250 m) could have affected the 
classification accuracy of the SLR model, as could the lower number 
of validation points (n=20). However, apart from these considerations, 
Landsat 8 has shown potential for mapping chl-a concentrations in 
turbid waters in South Africa.

Conclusions
Both the remote sensing indices (difference vegetation index) and the 
individual spectral bands (NIR-red) were used successfully to estimate 
chl-a in the turbid Vaal Dam water. The sensitivity of NIR-red models 
is dependent upon the optical characteristics of a reservoir and thus 
has different variable significance in similar locations but at different 
times. The field data set used for the 2016 Landsat 8 image showed 
that there exists a strong correlation between predicted and measured 
chl-a concentrations peculiar to the Vaal Dam. Landsat 8 data remain 
useful for estimation of chl-a concentrations in trophic waters and the 
integration of information from both MODIS and Landsat coupled with 
field data could assist in constant monitoring of larger water bodies 
in South Africa. The Landsat heritage is crucial for studying long-term 
variations of slow-circulating water bodies in South Africa amidst water-
related challenges faced nationally. Additionally, testing the effect of 
atmospheric correction algorithms for South African conditions could 
be useful, although the QUAC atmospheric correction algorithm used 
produced reliable results with a high classification accuracy.
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Significant shifts in the type of foods consumed by South Africans have taken place since 1994 and 
packaged food and beverage innovation has accelerated since then. Globally, advances in science 
and technology have benefitted food processing and food manufacturing technologies and systems. 
Significant capital investments have been made by the South African food and beverage manufacturing 
industry (SAFBMI). It is, however, not clear which technology areas have received investments and 
for what purposes. The objective of this study was thus to understand how the SAFBMI has invested 
in and applied science and technology since 1994. Data were sourced from food and beverage trade 
magazines, dating from 1986 to 2012. Trends over the past 30 years were analysed to determine the 
application of science and technology. The findings suggest that the dairy, soft drinks and bakery sectors 
have been most active. The main advances were to upgrade manufacturing facilities and build new 
plants to increase capacity, deliver new products and improve efficiencies and product quality and safety. 
Investments to improve thermal processing and packaging were also noted. We found evidence of the 
application of commercially available new preservation technologies and a low level of experimentation 
with non-commercial novel technologies by the SAFBMI. South Africa appears to be keeping pace with 
advances in food manufacturing in automation, process control and quality and food safety practices, 
material handling, and centralised distribution centres with warehouse management systems. Continued 
investment in food science and technology research will ensure that the growing consumer demand for 
packaged foods and beverages is met.

Significance:
•	 Although South Africa is keeping pace with science and technology advances in its food and beverage 

manufacturing operations, the need to continue to conduct and apply science and technology research, 
especially in novel processing, is highlighted.

Introduction
The South African context
South Africa changed after 27 April 1994 – changes that have impacted food consumption patterns as a result of 
shifts in food availability, accessibility and choices. Post-apartheid economic and transformation plans resulted in 
an increase in per capita income as well as the rise of a black middle class.1 However, population growth, together 
with urbanisation resulting from the removal of pass laws and disbanding of homelands, as well as an increase 
in women entering the labour market, have resulted in high unemployment levels. This unemployment rate is 
despite an increase in actual numbers of people employed since 1994, with youth unemployment remaining a real 
concern.1 There has also been significant growth of supermarkets, accounting for about 50–60% of retail sales.2 
Access to water, sanitation and electricity have all advanced.1 Electricity allows access to refrigerators, ovens 
and microwaves, offering alternative food choices. The South African National Health and Nutrition Examination 
Survey-1 revealed that almost half (48%) of South Africans reported that they had eaten out before, with 28.3% of 
South Africans eating out weekly.3

The South African food and beverage manufacturing industry
The phenomenon of globalisation is having a major impact on food systems around the world. Food systems are 
changing, resulting in greater availability and diversity of food.4 Over the last 50 years, practically all areas of food 
production and processing have been transformed.5 This increase has resulted in a consolidation of agricultural 
and food and beverage companies into large international corporations, which have developed global brands and 
marketing strategies with adaption to local tastes.5,6 These large corporations utilise global sourcing of supplies, 
centralisation of strategic assets and resources, as well as establishment of operations in several countries to 
succeed in a global market.6,7

In 2012, there were over 1800 food manufacturing companies in South Africa.8 The South African food and 
beverage manufacturing industry (SAFBMI) is dominated by a few large, diversified, national and multinational food 
manufacturers, which have established market shares and control both production capacity and sales in most food 
categories.9 The ten largest packaged-food companies in South Africa account for 52% of total packaged food 
sales.10 This proportion is greater than the global average, for which the top ten packaged food companies account 
for only 15.2% of sales.10 Furthermore, this figure is different from that of the soft drinks sector, where the top ten 
global and South African soft drink companies account for 52.3% and 79% of sales, respectively.10 Five of the top 
ten food manufacturing companies in South Africa in 2012 were South African, three of which had an international 
presence.8,11 The domination of a few large food and beverage manufacturers is a consequence of restricted 
licensing procedures and technical barriers to entry that limited the number of manufacturers under the apartheid 
government.12 However, more recently, new and smaller processors have started to play an important role and 
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continue to change the competitive environment of food processing in 
South Africa despite their limited market share.9

Large multinational companies such as Nestlé (Switzerland), Unilever 
(United Kingdom/Netherlands), Lactalis/Parmalat Group (France/
Italy) and Mondelez (United States of America) operate their own 
manufacturing plants in South Africa, which produce and market their 
established brands.9 South Africa’s key local players include companies 
such as Tiger Brands Ltd, Clover Ltd, Pioneer Foods Group Ltd, AVI 
Ltd, Premier Foods and Rainbow Chicken Limited. All of these food 
and beverage manufacturers depend on formal retail chains to sell their 
products.9 Many South African companies have formed associations 
with international companies, enabling access to the latest technology 
and expertise. Examples of these are Simba and Frito-Lay (United States 
of America) and Robertsons and Best Foods (United States of America).9

According to the Euromonitor 2012 report on the South African 
packaged food sector, this sector has grown from 2007 to 2012, in 
value by 57%, from ZAR91 billion to ZAR143 billion, and in volume by 
15%, from 4 515 300 tonnes to 5 202 500 tonnes.13 Capital expenditure 
on new property, plants and equipment increased by 148%, from 
ZAR4010 million in 2001 to ZAR9943 million in 2008.14,15

Food and beverage innovation in South Africa
In recent years, there has been an increase in sales of almost all 
categories of packaged foods and beverages in South Africa.8,13 
South African data derived from the Innova database indicates there has 
been a significant increase in product innovations and introductions in 
South Africa in the packaged food and beverage category since 2008.16 
The categories with the highest number of product innovations and 
introductions were confectionery, sauces and seasonings, snacks, 
ready meals, soft drinks and hot drinks.16 There is a direct correlation 
between the development and implementation of new technologies and 
new, more desirable products on the shelf.17,18 The leading positioning 
behind these launches were convenience, health and choice.16 The 

increase in product innovation has translated into increased consumption 
of packaged food across all categories, with a decline of 13% only in 
canned/preserved food.19 

Food consumption changes since 1994
Food consumption patterns have changed and will continue to change 
dramatically over the coming decades in South Africa.19-21 Various food-
related studies conducted over the past decades indicate that food 
consumption shifts in South Africa are towards a more Western-oriented 
diet with nutritional consequences contributing to increased obesity and 
other non-communicable diseases.22-24 A recent study by Ronquest-
Ross et al.19 indicated that food consumption shifts are towards an 
overall increase in daily kilojoules consumed, a diet of sugar-sweetened 
beverages, increased proportion of processed and packaged food 
including edible vegetable oils, increased intake of animal-source foods, 
and added caloric sweeteners and away from vegetables (Figure 1). The 
largest shifts in food consumption were observed for soft drinks, sauces, 
dressings and condiments, sweet and savoury snacks, meat and fats 
and oils (Figure 1). These shifts in food consumption are concerning 
with respect to nutritional composition and public health.19 Convenience, 
health and wellness, and indulgence were the main consumer drivers for 
the increase in consumption of packaged foods since 1994.19

Locally and globally, fast food, bottled soft drink and multinational food 
companies are often implicated in the increase in non-communicable 
diseases.22,25 The Department of Health has therefore targeted the 
SAFBMI with regulations in an attempt to improve public health. These 
regulations include mandatory fortification of staple foods, maximum 
limit on trans-fat content in foodstuffs and reduction of salt in certain 
foodstuffs. Further regulations related to food composition and/
or labelling as well as consumer demand for healthier and affordable 
products will require advances in and/or the application of scientific and 
technological developments by the SAFBMI.

 

 
Source: Food and Agriculture Organization of the United Nations Statistics Division Food Balance Sheets and Euromonitor Packaged Food and Beverage Consumption. Taken from 
Ronquest-Ross et al.19 

Figure 1:	 Per capita consumption and shifts in consumption of specific food categories in South Africa from 1994/1999 to 2009/2012.
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Advances in food processing technologies and manufacturing

Worldwide advances in food processing and packaging technologies
Advancement in processing technologies through science and technology 
is one of the best tools to meet the challenges accompanying regulatory 
pressure to reduce the impact of food processing on the environment, 
meet the need for a stable and secure food supply and meet changing 
consumer demand for safer, better quality, ‘fresher-tasting’ or minimally 
processed foods.18,26 To meet these challenges, the food industry is 
devoting considerable resources and expertise to improving the way in 
which foods are produced, distributed, stored and retailed.26

Food preservation techniques can be classified as traditional if they 
are based on (1) the effects of temperature, (2) reduction of water 
activity or pH or (3) addition of preservatives. Food preservation 
techniques can be classified as emerging or novel preservation 
technologies when based on other processes.27 The main advantages 
of traditional techniques are lower operational costs, safety and the 
fact that they are well established and widely used.27 Emerging or novel 
preservation technologies may be an important complement to existing 
traditional processes for certain foods, but their use is associated with 
certain risks which need to be evaluated by industries and regulatory 
authorities before commercialisation.27 Before successful development, 
implementation and adoption of a novel technology can take place, 
consumer acceptance, product quality, preservation efficacy and final 
product safety need to be assessed.28

There is extensive knowledge on thermal processing as a food 
preservation method and advances in technology enabled optimisation 
for maximum efficacy against microbial contamination with minimum 
deterioration of food quality.26 However, there is still a need for 
technologies that minimise the destructive influence of heat on food.29 
Because thermal energy has to be transmitted across the product 
itself to ensure effective microbial deactivation, even concepts like 
high-temperature-short-time processing are limited by the physical 
properties of the product.29 By 2012, there had been limited industrial 
applications of microwave heating, even though it is widely accepted by 
consumers for preparing foods and extensive research on this method 
has already been conducted.30,31 The process of ohmic heating involves 
passing alternating electrical current through a food product that serves 
as electrical resistance, causing it to heat up.31,32 There are a number 
of factors that affect the heating rate of foods with ohmic heating and 
therefore commercial applications are only for high-acid foods and these 
applications have been slow to realise.32

Novel non-thermal processing is being explored intensively to resolve 
many of the shortcomings related to thermal treatment as well as to meet 
consumer demands for minimal processing. Promising non-thermal 
pasteurisation technologies exist, such as high pressure, high-intensity 
pulsed electric field, pulsed light, oscillating magnetic field pulses and 
electron ionising radiation, which may be combined to yield the total 
bacterial reduction desired though the ‘hurdle concept’ of applying gentle 
steps to gradually reduce microbial counts.30,33 Apart from high-pressure 
processing and pulsed electric field, by 2012, there had been limited 
commercial applications of other emerging non-thermal processing 
technologies because of technological barriers to standardise processes 
and validate product quality and safety.30,34-36

Packaging plays an important role in the food manufacturing process by 
making packaged foods more convenient, extending shelf life, allowing 
distribution across wide geographies while maintaining quality and food 
safety as well as providing containment, marketing and information, 
traceability and tamper-evidence.17,37,38 In order to meet the huge demand 
for processed food with a longer shelf life, various new methods of 
packaging are being used in the food-processing industry.37 Packaging 
can manage oxygen in the package through gas flushes, controlling 
internal atmosphere or modified atmosphere packaging and vacuum, 
and enabling clean-label products without preservatives.18,39,40 ‘Smart 
packaging’ is a term used to describe packaging that is either active 
or intelligent and provides information to the user through absorption 
or release of substances to or from the food or environment.40,41 

Nanotechnology has been hailed as the industrial revolution of the 21st 
century and has been applied to food packaging to improve barrier 
properties, and provide active antimicrobial and antifungal surfaces, 
mechanical and heat-resistance properties, sensing and signalling 
microbiological and biochemical changes, traceability purposes and 
monitoring and repairing of tears in packaging.38,40,42,43

The beverage industry has always been at the forefront of adopting 
innovative new packaging technologies.44 Examples of these are gas-
release packaging through a ‘widget’, flavour-release packaging like 
the Unistraw™ and nutrient-, probiotic- or enzyme-release packaging.44 
Temperature control, such as in self-heating of plastic coffee cans or 
ready meals, thermochromic labelling to indicate the temperature of a 
beverage and improved tamper-proof packaging are other examples.38,44,45

Packaging technology advances the need to balance food protection with 
numerous issues such as energy and material costs, growing social and 
environmental concerns, strict regulations on pollutants and disposal 
of municipal solid waste.17,46 Reducing, reusing and recycling are the 
main initiatives in reducing the environmental impact of packaging.47 
In terms of alternative packaging materials, biodegradable, renewable 
polymers are being extensively researched, with cellophane being the 
most common.46

Advances in food manufacturing
Technology can be used in all parts of the production process of food-
processing plants48 and the competitive food manufacturer aims to adopt 
technology that will yield maximum efficiency and increased production 
throughputs at lower costs in their processing plants with better quality 
and enhanced food safety28,40,49. Automation in the food industry has 
delivered improved productivity, product quality and profitability bene
fits.40,49 Furthermore, advances in materials handling and process control 
have led to substantial improvements in product quality, efficiency and 
cost reduction.50 Important techniques in achieving efficient materials 
handling include continuous handling techniques as opposed to manual 
handling, bulk handling, automation, the use of gravity (where possible), 
combining operations to eliminate intermediate steps, conveyor systems 
and using a systems approach from raw material to finished product to 
avoid bottlenecks or shortages.40,50

Advances in process control include the shift from controls reliant on 
operator skill to technology-based controls because of advances in 
microelectronics.50 A significant development in process control was the 
introduction of programmable logic controllers in the 1980s, which allow 
instructions to be programmed and executed automatically based on 
data received by sensors.50,51 The advances in microelectronics together 
with computer software technology developments have allowed fast 
data processing, giving manufacturers more sophisticated, efficient, 
affordable, interlinked and user-friendly process control systems.50,51 
These systems are applied throughout the manufacturing process, from 
material resource planning and production planning and management 
to control of process conditions including product quality, energy 
consumption and product flow, collation and evaluation of process and 
product data, control of cleaning-in-place and packaging, warehousing, 
storage and distribution control.50 A further significant development 
software is called Supervisory Control and Data Acquisition, which 
collects data from the programmable logic controller and displays it 
as animated graphics so that trends and historical data reports can be 
generated and adjustments can be made in real time.49,50 Robotics are 
another advancement, which came about as a result of advances in 
neural networks, vision systems, pressure-sensitive grippers and laser 
guidance systems. This technology is becoming more of a permanent 
feature in food manufacturing facilities and has been applied for picking 
and placing items into packaging as well as palletising of loads.40,50,52

In terms of warehousing and distribution, developments in software – 
such as radio-frequency identification and automation of the complete 
purchase process – have enabled significant improvements.40,50 
Modelling and simulation analysis in the 1980s and 1990s by retailers 
to reduce logistics costs and distribution times led to the development 
of fewer, larger regional distribution centres that could handle a range 
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of products.50,53 The adoption of electronic data interchange allowed 
larger retailers to automatically replace products based on consumer 
purchases, effectively resulting in more frequent deliveries of small 
amounts to stores from regional distribution centres.50

Advances in food safety and quality management by food manufacturers 
have been mainly driven by increased public and private standards. 
The control of food hazards (biological, chemical and physical) by 
food manufacturers has been through hazard analysis critical control 
points, which is a science-based approach to identify and establish 
control measures for specific hazards.32,40 Contaminants in products 
must be inspected and removed and technological advances such 
as electromagnetic spectrum X-ray or vision systems have enabled a 
non-destructive method with which to achieve this.40,49 Hyperspectral 
imaging is another inspection method for the analysis of the chemical 
composition of food products, allowing for examination of disease 
conditions, ripeness, hardness/tenderness, grading or contamination.49,54

Hygiene control systems should be applied throughout the food chain 
and, more specifically, to proper product and process design from a 
food manufacturer perspective.32 Equipment design for ease and 
effectiveness of cleaning is another aspect on which much attention 
has been focused, such as cleaning-in-place and material selection for 
equipment.40,50 Being able to trace a food product from production to 
distribution is critical because of the consumer focus on quality with 
more complex supply chains. This traceability can be achieved through 
barcodes or radio-frequency identification.40,49

A recent study of the United Kingdom food and beverage industry 
revealed that 55% of food and beverage manufacturers identified the 
primary technological innovation need as being related to improving 
product quality or delivering new products despite growing pressure on 
improving sustainability and resource efficiency.55 Emerging technology 
trends included efficiency, productivity, sustainability and salt and fat 
reduction. Furthermore, 60% of these food and beverage manufacturers 
felt that emerging trends such as efficiency, productivity, sustainability 
and salt and fat reduction would be instrumental in successfully 
delivering their strategic objectives.55 No such research could be found 
for South Africa.

There have been significant shifts in the foods consumed by 
South Africans, as packaged food and beverage innovation has accele
rated since 1994.19 Globally, advances in science and technology 
regarding food processing have been made to meet consumer demand 
for minimally processed products and regulatory pressure to reduce the 
impact of food processing on the environment. Furthermore, advances 
in food manufacturing technologies and systems have also taken place 
to improve productivity, profitability and product quality. Significant 
capital investments have been made by the large and concentrated 
SAFBMI players in their local manufacturing facilities and supply 
chains. There are, however, no data to indicate in which technology 
areas these investments have been made and for what purpose. The 
objective of this study was therefore to understand how the SAFBMI 
(excluding alcohol) has invested and applied scientific and technological 
advances since 1994 to keep pace with the shifts in food consumption, 
consumer demands, competitive market dynamics and increasingly 
demanding regulations.

Material and methods
Food and beverage trade magazines were used as the source of 
scientific and technological advances that have been applied in the 
SAFBMI (excluding alcohol). These trade magazines were selected as 
they were the only relevant trade magazines available that spanned 
the time period under review, 1986 to 2012. They also report on 
activities in food and beverage processing and packaging technology in 
South Africa. South African Food Review (FR), a trade magazine for food 
and beverage manufacturers, informs readers about the introduction of 
new ingredients, equipment, products and packs. This trade magazine, 
published since 1986, provides objective commentary on local and 
international market trends and issues as well as relevant processing 
and packaging technologies.56 Food & Beverage Reporter (F&BR), a 

trade magazine focusing on strategy and technology for the industry, 
is the widest-circulating printed magazine for the food, beverage and 
packaging industries in southern Africa. It covers all sub-sectors in 
value-adding of food, such as milling, baking and processing, and has 
been published since 1995.57 Even though these trade magazines are not 
peer-reviewed or scientifically validated on the application of science and 
technology by the SAFBMI, they do represent the common knowledge 
available over this time period and hence formed the basis for this study.

A database was built by capturing articles written from 1986 to 2012 for 
FR and from 1995 to 2012 for F&BR. Criteria for the selection of an article 
was that only feature articles (articles listed in the contents page) related 
to the application of science and technology by the SAFBMI, whose 
operations were in South Africa, were selected. The classification of the 
articles (referred to in the results and discussion section as ‘activities’) 
are an interpretation by the researcher based on the information shared 
in the article. The database was categorised according to the following: 
year, journal, volume, number, page, title, author, abstract, region, sector, 
company and activity type.

Activity type was classified as manufacturing, innovation or regulatory. 
A manufacturing activity was classified as an upgrade, new plant or 
new equipment. Innovation was split into the consumer driver behind 
the innovation and then into primary or secondary drivers. Regulatory 
activities were also classified and included legal requirements required 
by the South African government regarding the manufacture and sale of 
foodstuffs. Figure 2 further illustrates the categories of manufacturing 
activities. These were related to the rationale for the investment and type 
of process in which the activity was invested. Table 1 provides definitions 
and examples to explain the categories of activities. Graphs, charts and 
tables were then developed from the database using Microsoft Office 
Excel Pivots.

The data were analysed to determine trends in the application of science 
and technology. This study therefore provides an indicative, subjective 
review of the application of science and technology in the SAFBMI 
over the last three to four decades. It is not a scientifically validated or 
quantitative analysis, as trade magazines were used as the data source 
and not all applications of science and technology in the SAFBMI would 
have been published in trade magazines or as feature articles.

Results and discussion
The database contained over 370 entries for both FR and F&BR. 
There has been a significant increase in activities in the SAFBMI since 
1986 (Figure 3), including activities related to both food and beverage 
production facilities, e.g. upgrades, new equipment or new plants and 
product and/or packaging innovations. There was a marked shift in the 
number of activities in the late 1990s and early 2000s as South Africa 
emerged as a new democracy. This shift is highly correlated with gross 
domestic product per capita over this time period (Figure 3).58 Gross 
domestic product at purchasers’ prices is the sum of gross value added 
by all resident producers in the economy, including any product taxes 
minus any subsidies not included in the value of the products.58

In terms of activity split over the assessment period, innovation activities 
(54%) were more prevalent than production activities (46%). This 
difference could be for a number of reasons, including the focus areas 
in which the selected trade magazines were publishing in that period. 
Upgrades and new plants were the majority of advances as they relate to 
production facilities rather than new equipment.

Advances in science and technology 
Capacity was the primary rationale for making advances to production 
facilities for F&BR data, with equal percentages for capacity, efficiency/
productivity and quality for FR data (Figure 4). This finding would be 
expected for a growing food and beverage industry such as that 
of South  Africa over the time period measured. For instance, the 
South African packaged food sector grew in volume by 15% in 5 years 
from 2007 to 2012.13
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Figure 2:	 Further classification of manufacturing-related activities in the South African food and beverage manufacturing industry.
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Table 1:	 Definitions and examples of the classification of activities in the South African food and beverage manufacturing industry (adapted and extended 
from Fryer & Versteeg30 and Baldwin et al.48) and general definitions

Term Definition

Manufacturing
The process of converting raw materials and packaging into finished goods. It includes the classification of upgrade, new plant 
and new equipment for the purposes of efficiency/productivity, capacity, quality or other reasons.

Upgrade Investment to improve existing facilities.

New plant New building and manufacturing facilities.

New equipment New food and beverage processing equipment.

Efficiency/productivity Investments and upgrades to improve efficiency or increase productivity within the manufacturing facility.

Capacity Investments and upgrades to increase yield or output within the manufacturing facility.

Quality Investments and upgrades to improve product quality, e.g. reduction of defects, and to improve consistency or uniformity of product.

Other
Activities that did not fit into the criteria of efficiency/productivity, capacity or quality, e.g. replacing a building as a result of fire 
destruction, an innovation centre, developing new capabilities and sustainability. 

Pre-processing
Raw material quality assessments and enhancement before processing, e.g. animal stress reduction, bran removal before 
milling wheat, electronic or ultrasonic grading, near-infrared analysis, colour assessment or sorting, electromechanical defect 
sorting and rapid testing techniques.

Processing type
Food processing is the procedure that food undergoes to go from its raw state to a finished product, ready for storage and 
shipping. 

Thermal
Thermal processing is defined as the combination of temperature and time required to eliminate the desired number of 
microorganisms from a food product,33 e.g. aseptic processing, retortable, flexible pouches, infrared heating, ohmic heating 
and microwave heating.

Non-thermal
Food is treated at ambient or refrigeration temperatures and heat generation during the process is not substantial,27 e.g. 
chemical antimicrobials, ultrasonic techniques, high pressure (cold pasteurisation), deep chilling and irradiation.

Separation, concentration and 
water removal

The removal or concentration of water for the purposes of preserving a product for an extended period, e.g. membrane, filter 
technologies, centrifugation, ion exchange, vacuum microwave drying, water activity control and chromatographic separations.

Additives and ingredients Examples include bio-ingredients and microbial cells.

Other Specific food-processing technologies, e.g. drying, baking, milling, extrusion and coating.

Process control
Examples include automated sensor-based equipment for inspection/testing, automated statistical process control, machine 
vision, barcoding, programmable logic controllers and computerised process control.

Quality control
Observation techniques and activities used to fulfil requirements for quality, including process testing, laboratory testing and 
simulation, e.g. chromatography, monoclonal antibodies, DNA probes, rapid testing techniques and mathematical modelling of 
quality or safety.

Packaging Various materials used to wrap or protect goods, including packaging assembly equipment.

Advanced materials Examples include laminates, active packaging and multi-layer packaging.

Equipment Examples include non-integrated or integrated electronically controlled machinery.

Glass Examples include glass bottles of different shapes and sizes.

Metal Examples include aluminium and tinplate cans.

Plastic Examples include PET, HDPE, LDPE and PP.

Preservation Examples include modified atmosphere.

Other
Mainly related to packaging artwork and design changes, e.g. graphics updates, limited edition packaging, label embossing or 
decoration.

Inventory and distribution
Inventory is related to the management of raw materials, work-in-process and finished goods. Distribution is the storage and 
delivery of products to the market place, e.g. barcoding and automated product handling.

Management information systems 
and communication

Examples include local area network, wide area network, inter-company computer networks, Internet marketing and promotion 
and other Internet-related networks.

Material preparation and handling
Examples include integrated electronically controlled machinery, individual electronically controlled non-integrated machinery 
and electronic detection of machinery failure.

Design and engineering
Examples include computer-aided design, computer-aided engineering, computer-aided manufacturing, computer-aided 
simulation and prototypes and digital representation of computer-aided design output used in procurement.

Effluent treatment The treatment of waste water or air produced during the manufacturing process in order to reduce its environmental impact. 

Innovation Involves new product or packaging and includes renovation or re-development of an existing range.

Consumer driver – primary
The main rationale or proposition behind a new product or packaging development from a consumer perspective. Drivers were 
grouped into health and wellness, convenience, affordability, consumer preference, environment, food safety, product quality 
and urbanisation.

Consumer driver – secondary
The supporting or secondary rationale or proposition behind a new product or packaging development from a consumer 
perspective. Drivers were grouped into health and wellness, convenience, affordability, consumer preference, environment, 
food safety, product quality and urbanisation.

Regulatory Related to all legal requirements of the South African government regarding the manufacture and sale of foodstuffs. 

General definitions

Soft drinks
Cola carbonates, non-cola carbonates, fruit/vegetable juices, bottled water, concentrates, ready-to-drink teas and sports and 
energy drinks.

Dairy Drinking milk products, cheese, yoghurt and sour milk and baby milk formula.

Bakery Baked goods (industrial and artisanal), biscuits and breakfast cereals.
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NPD, new product development 

Figure 4:	 Rationale for production advances from Food & Beverage 
Reporter (F&BR) and South African Food Review (FR) data. 

Figure 5:	 Focus areas of scientific and technological advances from 
Food & Beverage Reporter (F&BR) and South African Food 
Review (FR) data.

Packaging and processing were the main focus areas for scientific 
and technological advances and were consistent in both sets of 
data (Figure  5). Inventory and distribution and material preparation 
and handling were the second focus areas for the F&BR and FR 
data, respectively (Figure 5). Relating to inventory and distribution, 
examples such as implementation of warehouse management systems, 
refrigeration and cold store upgrades and new, larger, more sustainable 

distribution centres were reported. Examples of material preparation and 
handling included automation, de-palletising and palletising equipment, 
conveyoring and mobile racking. Continued investment and advancement 
in science and technology is important to ensure products are safe and is 
necessary to continuously improve food safety management protocols. 
Examples of these food safety control measures noted in the study were 
detection and rejection of foreign objects through installation of metal 
detectors and colour/optical sorters, improved hygiene practices with the 
inclusion of cleaning-in-place and improved quality control practices with 
construction of in-house laboratories for product analysis and testing.

With a focus on scientific and technological advances in the processing 
arena, both FR and F&BR data indicated that the top three investment 
areas were (1) thermal, (2) other and (3) separation, concentration 
and water removal (Figure 6). This result is not surprising as thermal 
processing is the most extensively researched and widely utilised 
processing technology. Advances in thermal processing were mainly 
by the dairy industry, which was consistent in both FR and F&BR 
data. An example of advancement in thermal preservation is extended 
shelf life applied in the dairy industry since 2005. Extended shelf life 
involves fresh milk that has been treated in a specific manner, mostly 
by rapid heat/cool steam-infusion and mechanically via microfiltration 
or centrifugal separation, to reduce microbial count and pasteurise after 
being packaged under super-hygienic conditions.59 The infusion heating 
process is designed to kill heat-resistant psychotrophic aerobic spores, 
yielding a milk taste similar to that of pasteurised milk, with an extended 
shelf life under refrigerated conditions.59 Other processing activities were 
mainly related to the milling and baking industry with improved milling, 
baking, coating technology, breakfast cereals and cereal bars. Finally, for 
separation, concentration and water removal activities, FR data revealed 
that the dairy sector had the most activity in this type of processing, 
with F&BR data indicating the dried processed food, fats and oils, and 
soft drinks (bottled water) sectors. An example is the use of osmotic 
concentration in the dried fruit industry to produce intermediate moisture 
foods that have a texture in-between that of dried and glacé fruit. An 
example of technology advances in the area of additives and ingredients 
is the application of advanced enzyme technology that eliminates the 
need for a cold chain for part-baked products and allows for smaller, 
more frequent bakes that last longer as a result of moisture retention. 
No feature articles related to the research of novel (i.e. not commercially 
available) thermal or non-thermal processing applications by the 
SAFBMI were noted over the time period documented. This finding could 
be for a number of reasons, such as the particular focus of the trade 
magazine, intellectual property protection and inability to disclose this 
information, insufficient numbers of research institutes (both academic 
and governmental) conducting research on novel processing or lack of 
funding and/or technical capability available in South Africa.

Figure 3:	 Number of activities recorded against gross domestic product (GDP) per capita obtained from South African Food Review (FR) from 1986 and 
Food & Beverage Reporter (F&BR) from 1996.
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Figure 6:	 Scientific and technological advances by processing types 
from Food & Beverage Reporter (F&BR) and South African 
Food Review (FR) data.

From a packaging perspective, equipment, advanced materials and 
plastic were the main scientific and technological advances (Figure 7). 
Even though paper, glass, plastic and metals are South Africa’s most 
utilised materials by volume,60 the evidence suggested that there has 
been much innovation and application of advanced materials over the last 
three to four decades. In terms of advanced materials, FR data indicated 
that the dairy and meat sectors were active in this area, while F&BR 
data indicated the soft drink sector. A similar trend has been observed 
globally, with a shift away from rigid packaging to flexible packaging 
because of the benefits of being lightweight, improved barrier properties, 
ease of decoration, packaging format (variety and size) and dispensing 
options.61 Furthermore, the innovative flavour-release packaging, 
Sipahh®89, which enables flavour ‘beads’ to dissolve in the beverage 
as the liquid passes through the straw, was launched in South Africa 
over this time period. There was one report indicating the application of 
modified atmosphere packaging utilised in the meat sector. In terms of 
equipment, the soft drink sector, in both sets of data, was most prolific. 
High-speed bottling lines, flow wrappers and multi-head weighers were 
some of the investments made in the equipment area. Soft drinks and 
dairy were the sectors most active in the plastic packaging category in 
both sets of data. No examples of the application of smart packaging 
were recorded.

Figure 7:	 Scientific and technological advances by packaging types from 
Food & Beverage Reporter (F&BR) and South African Food 
Review (FR) data.

Consumer drivers behind innovation activities
Consumer drivers were derived from the rationale for product and/or 
packaging innovation. Both sets of data, across primary and secondary 
consumer drivers, indicated that the top three drivers of innovation were 
health and wellness, convenience and consumer preference (Figure 8). 
This finding was consistent with data from the Innova database (filtered 
for South Africa data), where convenience, health and choice were 
indicated as the main drivers.16

Figure 8:	 Primary and secondary consumer drivers for innovation from 
Food & Beverage Reporter (F&BR) and South African Food 
Review (FR) data. 

Food consumption changes and advances in science and 
technology 
In order to understand the link between food consumption changes in 
South Africa since 1994 and the application of science and technology and 
innovation activities, Figure 9 was generated. It is a combined data set of 
food consumption shifts taken from the Food and Agriculture Organization of 
the United Nations Statistics Division Food Balance Sheets and Euromonitor 
Passport from 1994/1999 to 2009/2012,19 plotted against the total number 
of activities (both production and innovation) by the SAFBMI. Soft drinks and 
dairy have been the most active sectors in terms of advances in science and 
technology and innovation since 1986 (Figure 9). It was also evident that 
there has been a large shift in the consumption of soft drinks over a similar 
period of time (Figure 9). In terms of data captured in the database for the 
soft drinks sector, innovation activities were nearly double that of production. 
Demand for healthier products such as bottled water, juice nectars, ready-
to-drink teas, low-calorie colas and non-cola carbonates have driven much 
of this innovation activity.62 Production activities implemented were related to 
upgrades, new plants and equipment to increase capacity and productivity. 
The soft drink category grew in volume by 14.9% in 5 years, from 4130 
million litres in 2007 to 4745 million litres in 2012.62 To keep pace with that 
level of volume growth, it would make sense that upgrades were made to 
increase capacity and productivity.

Even though the dairy sector experienced a large increase in activities related 
to advances in science and technology and innovation, it did not experience 
large increases in dairy consumption overall. However, yoghurt and sour 
milk, which contributed a small percentage to the dairy category, experienced 
large increases in consumption (74%).19 In terms of dairy, there was a 
balanced number of innovation- and production-related activities recorded 
in the database, with a focus on upgrades, new plants and equipment. The 
main reasons for the investment were related to increasing capabilities 
for new product development followed by productivity and capacity. 
The growing consumer demand for health and convenience drove new 
product developments in dairy over this time period.63 Spoonable yoghurt 
experienced growth of up to 10% in 201264 and the majority of innovation 
activities recorded in this study were related to yoghurt innovation.

Bakery was the third-most active sector with overall consumption increases 
of 6.4% because of declines in consumption of packaged/industrial bread 
as consumers traded up to ready-to-eat breakfast cereals or down to 
maize meal, depending on their income situation (Figure 9). However, sub-
categories within the bakery sector, such as biscuits and breakfast cereals, 
saw large increases in consumption of 57% and 36%, respectively, albeit off 
a small consumption base.19 Furthermore, there was a balanced number of 
innovation- and production-related activities recorded in the database, with a 
focus mainly on upgrades and new plants. The main reasons for investment 
were related to capacity and quality improvements. Baked goods and 
biscuits increased in volume by 18.5% and 38.5%, respectively, in 5 years, 
from 2007 to 2012, and hence the need for capacity investments.65,66
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Conclusion
There have been dramatic and significant shifts in food consumption in 
South Africa since 1994, especially in the food categories soft drinks; 
sauces, dressings and condiments; sweet and savoury snacks; meat; 
and fats and oils. The SAFBMI responded by:

•	 Upgrading manufacturing facilities and building new plants to 
increase capacity, deliver new products and improve efficiencies 
and product quality and safety.

•	 Investing in processing, especially in the areas of thermal 
processing and other processing activities such as baking, milling 
and separation, concentration and water removal.

•	 Investing in the areas of packaging, including mainly equipment, 
advanced materials such as laminates and multilayer packaging 
and plastics.

•	 Innovating through new product and packaging launches to 
meet consumer drivers of health and nutrition, convenience and 
changing consumer preferences.

The packaged food and beverage industry became active relating to 
facility upgrades and building of new plants after 1994, with a sharp 
increase in product launches observed in the late 2000s.16 The dairy, 
soft drinks and bakery sectors have been the most active. As far as 
advances in food preservation are concerned, there is evidence of the 
application of commercially available new preservation technologies 
such as thermal processing to extend the shelf life of milk and modified 
atmosphere packaging. Even though there have been advances in science 
and technology globally relating to novel processing, preservation 
and packaging, we found a low level of experimentation of these non-
commercially available advances by the SAFBMI. From this research, 
South Africa would appear to be keeping pace with the advances in food 
manufacturing in the areas of automation, process and quality and food 
safety management, material handling as well as in the establishment of 

larger distribution centres with warehouse management systems, with 
the overall objective of improving production efficiencies.

It is important to recognise the limitation of this study, which is that it 
is based on common knowledge in the area of science and technology 
advances by SAFBMI available from trade magazines. We did not assess 
technical competence nor culture, which is fundamental to delivering 
innovative, safe and consistent quality products, efficiently.

In the future, investment and research in food science and technology 
by South African food and beverage manufacturers, research institutes 
and universities will continue to be necessary to achieve current and 
impending regulatory requirements as well as increasing consumer 
demand for packaged foods and beverages. Adoption of novel processing 
methods could yield product quality, safety, nutrition, productivity and 
capacity benefits.
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Sprites are the optical signatures of electrical discharges in the mesosphere triggered by large lightning 
strikes associated with thunderstorms. Since their discovery in the late 1980s, sprites have been 
observed extensively around the world, although very few observations of sprites from Africa have been 
documented in the literature. In this paper, we report the first ground-based recorded observations of 
sprites from South Africa. In 2 out of the 22 nights of observations (11 January and 2 February 2016), 
about 100 sprite elements were recorded from Sutherland in the Northern Cape, comprising different 
morphologies (carrot (55%), carrot/column (11%), unclassified (21%), column (13%)). The sprites were 
triggered by positive cloud-to-ground lightning strikes, which had an average peak value of ~74 kA and 
were observed at distances from ~400 km to 800 km. The estimated charge moment change of the 
lightning discharges associated with these events was in agreement with the threshold for dielectric 
breakdown of the mesosphere and correlates well with the observed sprite brightness.

Significance:

•	 The first ground-based recording of sprite events over southern Africa.

•	 It is suggested that the intensity of the events is proportional to the lightning stroke current.

Introduction
Anecdotal accounts of sporadic brief optical emissions appearing above thunderstorms have been found in the 
scientific literature for many years.1-4 Such phenomena were also noted by South African observers. For instance, 
in 1937, Malan5 reported seeing a different kind of lightning in Johannesburg, at an approximate altitude of 50 km. 
He noted: 

On the evening of 2 January 1937, there was a long cloud bank about 100 km to the 
northeast... During the span of an hour and a half, a long and weak streamer of reddish 
hue appeared about ten times in the upper cloud simultaneously with a weak illumination 
of the same cloud. I assume the weak illumination was due to cloud-to-ground discharge 
(CG) behind the hills. 

These anecdotal pieces of evidence were not corroborated until 1989, when Prof. J. Winckler’s group accidentally 
discovered a flash of light, illuminating the sky above a distant thunderstorm.6 This discovery sparked interest in 
such phenomena and their potential dangers to crewed spacecraft during take-off or landing. This interest later led 
to the discovery of all other optical phenomena in the stratosphere and mesosphere (ELVES, blue jets, halos, and 
gigantic jets), which were collectively termed transient luminous events.7,8 

Sprites are short-lived optical phenomena occurring above large thunderstorms. They are often described as large 
electrical discharges in the mesosphere.9 When observed with a high-speed camera,10,11 they appear to move 
downwards (for positive streamers) and then upwards (for negative streamers) with a speed in excess of 107 m/s. 
They are mostly associated with positive cloud-to-ground (+CG) lightning strikes, which transfer a positive charge 
to the ground12-14, although some studies have revealed that, on rare occasions, negative cloud-to-ground (-CG) 
lightning strikes can also initiate sprites15,16. 

Sprite research has been actively conducted in the USA, Asia, Europe, South America and Australia.12,17-20 Sprites 
have also been successfully studied from the International Space Station over central Africa, northern Australia 
and South America, as well as over the Pacific and Indian Oceans.21-23 These studies have led to many discoveries 
(e.g. the ELF radiation produced by the electrical current in sprites24 and the energy deposited by large sprites is 
of the order 1 GJ/event25), which have been documented in numerous scientific publications describing the sprite 
phenomenon and its dynamics26-28. 

Some of these studies suggest that, apart from contributing to the global electric circuit, sprite initiation can also 
affect the chemistry of the middle atmosphere by altering the composition of the oxides of nitrogen and hydrogen. 
These chemical changes could have an impact on the heating or cooling of this region29 or interfere with long-
distance communication through the lower ionosphere30. Thus, it is important to determine the occurrence rate and 
geographical distribution of sprites and the energy associated with these events in order to verify these assertions. 
The global occurrence rate for sprites has been estimated to be 1–3 sprite events every minute.25,31-33

Despite being a lightning-rich continent34, there is currently no active ongoing sprite-related research in Africa, 
although there were a few observations carried out in West Africa during the 2006 African Monsoon Multidisciplinary 
Analysis campaign35. In this paper, we describe the observations that led to the first ground-based recording of 
sprites over southern Africa.
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Observations
Instrumentation
The optical instrument used for the observations reported in this paper 
was a Watec 910Hx camera, which has a 40-ms time resolution and 
was operated with a 80-ms temporal resolution in order to improve the 
signal-to-noise level. This camera is a standard low-light commercially 
available monochromatic charge-coupled device (CCD) camera 
(Figure 1), which is commonly used by observers of transient luminous 
events in Europe, the USA and Israel.36,37 The CCD detector array of 
352 by 288 pixels was oriented with the long axis of the detector in the 
horizontal plane. The camera was fitted with a 8.0 mm F/1.4 lens. The 
field of view on the detector was 35.3° horizontal and 26.6° vertical, as 
determined by reference to known background stars on the image. This 
gives a horizontal/vertical angular resolution of 0.10/0.09° per pixel. The 
camera records video frames with 8-bit resolution.

 

Figure 1: The camera used during the sprite observations. 

 

Figure 1:	 The camera used during the sprite observations.

The camera was connected through a video digitiser (Pinnacle Dazzle) 
to a computer that ran the Sonotaco sprite capture software version 2 
(http://sonotaco.com/soft/e_index.html). The software has a triggering 
mechanism that allows it to read out the CCD continuously, but only 
stores data according to the detection threshold that was set by the 
operator. To ensure the accuracy of the timing system, the computer was 
connected to the Network Timing Protocol server of the South African 
Astronomical Observatory (SAAO) in Sutherland, which has a time 
resolution of approximately 100 µs. 

Camera pointing angle
Previous studies have shown that sprites occur within the mesosphere at 
an altitude range of ~40–90 km, with maximum brightness at an altitude 
of ~68 km lasting several milliseconds.38,39 Thus, it was necessary to 
point the camera at the right elevation for a successful observation. 
Equation 1 relates the pointing elevation angle for the camera to different 
distances and altitudes for a given viewing geometry as shown in 
Kosch et al.40 

tan[90-θ] = (h + Re) sin Re
d

  / (h + Re) cos 
Re
d - Re ,	 Equation 1

where θ is the observation elevation angle; h is the altitude above ground, 
Re = 6370 km and is the radius of the earth, and d is the distance of the 
storm from the camera along a great circle arc.

Thus, for h = 100 km (lower boundary of the nighttime ionosphere): 

d = 100 km => θ = 44.3º

d = 200 km => θ = 25.5º

d = 300 km => θ = 17.0º

d = 400 km => θ = 12.1º 

The orientation of the camera (azimuth and elevation angle) was 
determined during the analysis, by identifying the stars recorded in the 
image, which can be done to single-pixel accuracy. 

Observation technique 
This instrument was set up at the SAAO in Sutherland, Northern 
Cape, South Africa (20.8117 E, 32.3872 S) and operated during the 
seasonal peak lightning period in southern Africa from December 2015 
to February 2016.41 SAAO was an ideal location for such observations 
because of its altitude (1798 m) above sea level. This location was also 
chosen because of its clear dark night sky that is free of light pollution 
from cities, which allows the optical instrument to observe any transient 
luminous events up to a 900 km radius from SAAO.

When to operate the camera and where to point it was determined in 
near real time by observing storm activities over southern Africa using 
Meteosat infrared imagery, which is made available in near real time 
by EUMETSAT (http://www.eumetsat.int/website/home/index.html). 
This information was also complemented by lightning forecast data 
from the SAT24 website (http://en.sat24.com/en/forecastimages/afrika/
forecastlightning). The Meteosat infrared imagery is automatically 
updated every 15 min, making it possible to track a storm almost in real 
time. The infrared band was chosen to enable us to identify the brightest 
part of the cloud because the brighter the cloud, the colder and the more 
likely it is to produce lightning strokes.42

  

 

 

a

b

Figure 2:	 Meteosat infrared imagery showing the thunderstorms tracked 
on the nights of (a) 11 January 2016 and (b) 2 February 2016. 
The triangle shows the observation point. The circle shows 
the storm, which was ~350 km from the observation point in 
(a) and ~280 km in (b).

http://www.sajs.co.za
http://sonotaco.com/soft/e_index.html)
http://www.eumetsat.int/website/home/index.html
http://en.sat24.com/en/forecastimages/afrika/forecastlightning
http://en.sat24.com/en/forecastimages/afrika/forecastlightning


86South African Journal of Science  
http://www.sajs.co.za

Volume 114 | Number 9/10 
September/October 2018

For each night of sprite observation, the Meteosat imagery over southern 
Africa was examined for storm activity to select the camera viewing 
azimuth. For thunderstorms beyond 400 km from the observation point, 
an elevation angle of 15° was used to avoid pointing the bottom edge of 
the camera’s 26.6° vertical field of view below the horizon and imaging 
lightning strokes that cause false detections. As most of the storms 
observed during the campaign occurred beyond 250 km away, the 
value used for the elevation angle was set to ~15°, whereas the azimuth 
was regularly adjusted based on the nightly lightning strike forecasts. 
Figure 2 shows some examples of the Meteosat imagery used. As the 
storm weakened, moved or became more active in another area, the 
camera was manually adjusted to point in the direction of the most 
intense lightning activity. Observations of a particular storm typically 
lasted several hours. Depending on the number of cells that make up 
a cumulonimbus cloud, an average active storm can remain energetic 
up to 3  h before weakening (Lennard C 2016, oral communication, 
January 15).

Results
On 2 of the 22 nights of observations, a total of 54 video frames 
comprising ~100 sprites were recorded. By visual inspection, these 
events exhibit different shapes/structures, which include carrot (55%), 
column (13%), carrot/column (11%) and unclassified (21%). The 
naming of these groups depends on the final structure of the emission 
as described by Bor43. Figure 3 shows an example of the different types 

of sprites recorded during these observations, and Table 1 presents the 
structural statistics of all the events. 

Table1:	 Structural statistics of recorded events

Sprite type Distribution (%) Links to video frames of the events 

Carrot 55 20160111_18:53:49.4

Carrot/column 11 20160111_19:17:09.8

Unclassified 21 20160111_19:49:19.7

Column 13 20160111_19:38:32.5

Data analysis
The sprite images were superimposed on the star catalogue of the 
Sonotaco sprite analyser software (http://sonotaco.com/soft/e_index.
html) version 2. This software uses the star coordinate data that were 
extracted from the SKY2000 Master Catalogue, version 4. The stars on 
the sprite images were manually aligned to the stars in this catalogue 
to within single-pixel resolution to estimate the azimuth, elevation and 
location (longitude and latitude) of each of these sprite elements. 

a

c d

b

    

    

Figure 3:	 Some examples of the sprite elements recorded on 11 January 2016 with variable zoom: (a) carrot-shaped sprite observed at 18:53:49.4 UTC, 
(b) seven column-shaped sprites observed at 19:38:32.5 UTC, (c) unclassified sprite observed at 20:08:03.3 UTC, (d) two-carrot/four-column-
shaped sprite observed at 19:17:09.8 UTC. Panel (a) shows the very first sprite image that was recorded over southern Africa. The dark square in 
the bottom left in panels (b)–(d) is a telescope dome in the foreground. The bright spots are stars.
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The azimuth uncertainty when locating sprites using simple geometry 
depends on the distance from the camera to the sprite. For a typical 
range of 600 km and horizontal pixel resolution of 0.1°, the azimuthal 
uncertainty translates to ±0.5 km per pixel. The distance (d) is 
determined from Equation 1 by measuring the elevation angle (θ) to the 
top of the sprite and assuming an initiation altitude (h) of 85 km.9,38,44 The 
range uncertainty consists of the star-fit image pixel jitter in the vertical 
direction (1-pixel, which is equivalent to 0.09°) and the sprite initiation 
altitude (5 km).12 Again, for a typical range of 600 km, the uncertainty 
was ±27 km, which is dominated by the uncertainty in the sprite 
initiation altitude. 

Archival lightning stroke data over South Africa were obtained from the 
South African Weather Service (SAWS). The SAWS operates a network 
of sensors that detect lightning strokes over South Africa.45 The system 
uses magnetic direction finding and time of arrival of the lightning stroke 
to determine the actual time and location of the lightning strokes in 
real time. For post-processing of the sprite events recorded during the 
observations at 80 ms (2 TV frames), the initiation timestamp on the 
images together with the coordinates retrieved from the Sonotaco sprite 
analyser software were compared with the lightning stroke data set from 
SAWS in position and time, with the assumption that sprites could be 
initiated within a 50 km distance from the parent lightning stroke46,47 and 
within the 80 ms image temporal resolution.

Distance estimation
Sprites are believed to initiate at altitudes ~85 km9,38,44 with maximum 
brightness around 68 km12. By measuring the elevation angle, we were 
able to estimate the distance between the source and observer. The 
viewing elevation angle was retrieved by star fitting the image frames to 
many corresponding reference stars in the catalogue. We then derived 
Equation 2 from Equation 1 in order to solve for the distance (d). 

d = Re [θ-sin-1(Re sinθ
h + Re)]	 Equation 2

The results from this calculation show that most of the sprite events 
occurred approximately between 540  km and 680 km from the 
observation point. Where the sprites comprised several sprite events in 
a group, the distance was estimated from the centre of the group. The 
error in this estimate for one pixel offset in the horizontal and vertical 
direction was ±5% of the average distance from the observation point. 

Sprite brightness estimation
Sprite brightness was estimated by using the ImageJ software (https://
imagej.net/Welcome). We first averaged the scintillation effects of a star 
that was present in all the video frames of each captured sprite video 
clip. This step was done to obtain an average intensity value for the star 
(Staravg) because it has a constant brightness. We then applied a 7 x 7 
median filter on all the individual TV frames containing sprites to remove 
the background stars (Figure 4). Next, we measured the brightness of 
an area (same height and width) with a sprite element and background 
sky (Sp+Sky) and also the brightness of two adjacent areas of the sky 
without sprite elements (Sky1, Sky2; marked ‘1’, ‘2’ on Figure 4b) and 
recorded their average (Skyavg). The essence of using the average was 
to minimise errors in the estimation of the sky background. Thereafter, 
we subtracted Skyavg from Sp+Sky to estimate the sky-subtracted 
brightness of each sprite element (Spbgt). Finally, we normalised the 
sprite brightness (Spbgt) by dividing each of these values by the average 
brightness of the reference star (Staravg). Because brightness is inversely 
proportional to the square of the distance, we finally divided each result 
by the square of its corresponding distance to the observation point. 
Supplementary table 1 shows a list of all the sprite events recorded on 
11 January 2016, along with their corresponding parameters.

Charge moment change estimation 
The charge moment change (CMC) is an important lightning metric 
for sprite studies that is not measured by the Lightning Detection 
Networks. It is defined as the product of the charge and the altitude 
from where these charges were lowered to the ground.48 Analogous 
to a capacitor, the amount of charge and its separation distance 
determines the voltage and it is the electric field generated by the 
charge displacement during a lightning strike that triggers sprites. The 
CMC data were obtained from the Schumann resonance station in 
Hungary (NCK; 47.62°N, 16.72°E). This station is located ~8947 km 
away from SAAO. The system records both the vertical electric field 
components (Er) and the horizontal magnetic field components (HNS 
and HEW) associated with lightning strokes.49 The CMC associated with 
some of the sprite events was retrieved from the electric component of 
the parent lightning strokes as described in Huang et al.50 This analysis 
is simpler when observing the signals in the far field, hence Schumann 
resonance observations from lightning in South Africa were made in the 
northern hemisphere. Because of the relatively high noise level in the 
Schumann resonance system during these observations, only about 
20% of the events that were observed were satisfactorily processed. 

 

                                             a                                                            b 

                       

Figure 4: Sprite image (a) before and (b) after applying a 7 x 7 median filter to remove the  

a b

Figure 4:	 Sprite image (a) before and (b) after applying a 7 x 7 median filter to remove the background stars. The boxes marked ‘1’ and ‘2’ indicate 
the locations used to derive the sky backgrounds (Sky1, Sky2). The average of these sky backgrounds was used to derive the sky-subtracted 
brightness of the sprite elements. 
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The CMC associated with these processed events ranged from 900 
C.km to 2000 C.km. These values are consistent with the findings of 
earlier studies51,52 and were in agreement with the theoretical threshold 
(500–1000 C.km) for dielectric breakdown of the mesosphere35. 
Figure 5 shows the relationship between sprite brightness, as described 
above, and charge moment change for all events for which Schumann 
resonance data and their corresponding parent CG lightning strike were 
available (Supplementary table 1).

 

 
Figure 5:	 The relationship between the sprite luminosity and the charge 

moment of the lightning discharges for the events where 
Schumann resonance data and the parent cloud-to-ground 
lightning strike were available.

Discussion
As these were the first recorded ground-based images of sprites in 
southern Africa, we began our analysis with a simple visual inspection 
of our sprite images to compare them with images recorded in other 
parts of the world. This comparison showed that the various structures 
we recorded were approximately the same as those recorded elsewhere. 
Whilst the physical mechanism(s) that is responsible for the formation 
of the column and carrot-shaped sprites has been proposed by Qin53, 
the mechanism that is responsible for other structures of sprites remains 
poorly understood. 

Our analysis also shows that, for the sprite events that were associated 
with their corresponding lightning strokes, the average lightning peak 
current associated with these sprite initiations was ~74 kA, and that 
the maximum and minimum current values were 191 kA and 11 kA, 
respectively. In all cases, the initiating lightning strikes were positive 
cloud-to-ground lightning strokes (+CGs). These values were derived 
from the lightning strike location data sets from the SAWS network. The 
average displacement between each of the sprite elements and the parent 
lightning flashes was ~15 km, which is well within our measurement 
uncertainty and is in agreement with several earlier studies.38,46,47 

A quasi-linear relationship is observed between the CMC and sprite 
brightness37,54 for the events for which their corresponding Schumann 
resonance data and parent CG lightning strike were available. The larger 
the CMC, the larger the electric field generated and the greater the optical 
signature of the resultant gas discharge. 

Conclusion
Sprites have been photographically recorded for the first time in southern 
Africa since the earliest sightings reported anecdotally in 1937. We 
suggest that sprites in southern Africa have the same morphology as 
those recorded elsewhere and that the CMC of the recorded events 
agrees with the threshold for dielectric breakdown of the mesosphere. 
We have also shown that sprite brightness is related quasi-linearly with 
CMC, as earlier suggested by Yaniv et al.37 We plan to observe sprites in 
future using multiple cameras with filters to extract spectral information 
and estimate the characteristic energy of the electrons within a sprite.
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