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King Penguins (Aptenodytes patagonicus) on Trypot Beach, Marion Island. In an article on 
page 3, Ansorge et al. report that the Prince Edward Islands support ecosystems that are 
extremely sensitive to perturbations and provide an ideal natural laboratory for studying how 
these ecosystems respond to a changing climate (photo: Anne Treasure).
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Nelson Mandela, 1990.

What has become of our rationality, our ability 
to think? We have used our reason to make great 
advances in science and technology, though 
often using those for warfare and plunder. We 
have placed people on the moon and in space; 
we have split the atom and transplanted organs; 
we are cloning life and manipulating nature. Yet 
we have failed to sit down as rational beings and 
eliminate conflict, war and consequent suffering 
of innocent millions, mostly women, children and 
the aged.

Nelson Mandela: Address on receiving the 
International Gandhi Peace Prize, 2000

Almost every South African who works in the fields of education, science 
or technology (EST) knows the famous Nelson Mandela statement that 
‘Education is the great engine of personal development’1. But the words 
that the late president included in his acceptance speech on receiving the 
International Gandhi Peace Prize in 2000 take that idea into a much wider 
realm. Education is, of course, the basis for personal growth; yet, when 
coupled with its application in the realms of the broad world of all the 
sciences and of technology, it becomes the key to social and economic 
growth and justice. The South African Journal of Science pays tribute, 

here, to a statesman and leader who recognised that relationship and 
who strove, through his insights and leadership, to change the way in 
which all three fields could and would operate in a new democracy faced 
with vast challenges of social and economic justice.

Nelson Rolihlohlo Mandela’s own words on education and science are 
enlightening. About his first experience in a ‘proper hospital’ after injuring 
his heel while on Robben Island, aggravating an earlier injury, he wrote2:

I found the trip [to the hospital] instructive … 
because in that hospital I sensed a thawing in 
the relationship between black and white. The 
doctor and nurses had treated me in a natural 
way as though they had been dealing with blacks 
on a basis of equality all their lives. This was 
something new to me, and an encouraging sign. 
It reaffirmed my long-held belief that education 
is the enemy of prejudice. These were men and 
women of science, and science had no room 
for racism.

In the New Scientist of 06 December 2013, Calestous Juma, Professor 
in the Kennedy School of Government at Harvard, points out3:

For much of the world Nelson Mandela was the 
icon of the age of modern liberation that started 
with Mahatma Gandhi and reached its height 
with South Africa's first democratic elections in 
1994. What is less well known is that the struggle 
for political freedom was closely associated 
with the desire to develop scientific and 
technological capacity.

During the years of apartheid – and before – educational opportunities 
for Black South Africans were severely limited. With the exception of 
missionary schools (and the University of Fort Hare, which grew out 
of a mission school) and, later, ethnically based universities and the 
University of Natal Medical School, opportunities for education at all 
levels were limited to very small numbers for anyone who was not White.

Transformation and national development had, as a consequence, 
to include major reformation in EST as a necessity – not just for ‘the 
things in themselves’, but in order to provide the knowledge and the 
applications – the broader engines of development – that would help to 
drive economic growth and the many changes (still) needed. As Cloete 
et al.4 explain: 

[…T]here is increasing evidence that high levels 
of education in general, and of higher education 
in particular, are essential for the design and 
productive use of new technologies, while 
they also provide the foundations for a nation’s 
innovative capacity, and contribute more than 
any other social institution to the development of 
civil society.

As President of South Africa, Nelson Mandela clearly grasped these 
relationships – both those between education and economic development 
and those among science, technology and the general development of 
society. So it is not surprising that Simon Connell, a member of the 

The statesman of education, science and technology
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Academy of Science of South Africa, and Professor of Physics in the 
University of Johannesburg, wrote5: 

Apart from creating a general political climate 
favourable to research, Mandela was known 
to intervene directly when science became 
politicised. An example was the contentious 
politics surrounding health issues in South Africa. 
He appealed, ‘In the face of the grave threat 
posed by HIV/AIDS, we have to rise above our 
differences and combine our efforts to save our 
people. History will judge us harshly if we fail to 
do so now, and right now.’

Mr Mandela did not simply offer lip service to the role of EST but made 
it possible for the needed changes to happen and, when necessary, 
intervened in the contestation between science and politics on the side 
of science. 

His commitment is also evident in the number of educational and 
research organisations to which he agreed to give his name – and, 
in some cases, his personal support and encouragement. Motivated 
by his insightfulness, Mandela lent his name to the creation of a new 
generation of African Institutes of Science and Technology. Two have 
already been established – in Tanzania and Nigeria – and a third is 
planned in Burkina Faso. His name is also that of a university (the 
Nelson Mandela Metropolitan University), a medical school (the Nelson 
R Mandela School of Medicine at the University of KwaZulu-Natal) and a 
pupil support centre in Uitenhage (the Nelson Mandela Bay Science and 
Technology Centre). Not to be overlooked is Mandela’s patronage of the 
Academy itself; at the Academy’s launch in 1996, Mandela made the 
observation, core to his view of EST, that the formation of the Academy 
‘is not an isolated act but part of the building of a new society which 
freedom has made possible’6. 

In the same speech, Mandela went on to say 

South Africa's need for rapid expansion of its 
scientific and technological skills is immense. It 
is inhibited by the disastrous restriction which 
apartheid imposed on the level of scientific and 
technological education: and by an image of 
science tarnished in the eyes of the majority by 
associations with the past. On your shoulders rest 
the challenge of giving science a face that inspires 
our youth to seek out science, engineering 
and technology.6 

We would be neglectful were we to overlook the challenging problems 
that still beset the primary and secondary education subsystems in 
South Africa. While not exonerating universities, the Council on Higher 
Education’s report A proposal for undergraduate curriculum reform 
in South Africa makes it clear that ‘it is widely accepted that student 

preparation [for higher education] is the dominant cause of the poor 
performance patterns in higher education’ and ‘that if higher education 
is to rely on improvement in schooling to deal with the systemic faults 
affecting it, there needs to be a rigorous assessment of the prospects 
of sufficient improvement being achieved within that sector.’ This is an 
area in which there is still a long, long ‘walk to success’ to be completed.

Setting aside the current conditions of the primary and secondary 
subsystems, which require a return to the late president’s understanding 
of the importance of science over politics in dire situations of need, 
his contributions to EST as key to South Africa’s success have been 
monumental. His fundamental understanding that education and the 
sciences are the foundations of a non-racial society, his commitment to 
promoting this position (directly when necessary) and his insights into 
the relationships between EST and both economic growth and social 
justice as the basis of a successful democracy are the legacy he has 
left us. 

Perhaps it is fitting then to end this tribute to a remarkable human being 
and champion, a true statesman of EST, with the words of another 
member of the Academy, Professor Salim Abdool Karim, President of the 
South African Medical Research Council: ‘We will humbly try to continue 
following in [Nelson Mandela’s] footsteps in the enduring quest to make 
our world a better place for all’7.
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Sentinels to climate change. The need for 
monitoring at South Africa’s Subantarctic laboratory

Subantarctic islands form ideal sentinels to climate change. These islands support terrestrial and marine 
ecosystems that are relatively simple and extremely sensitive to perturbations.1 They provide an ideal natural 
laboratory for studying how ecosystems respond to a changing climate in the Southern Ocean. Initial studies1 
and subsequent analyses2,3 at the Prince Edward Islands in the Indian sector of the Southern Ocean have all 
shown that there has been a climatological rise of >1 °C in the sea surface temperature since 1949. Mirrored 
to this rise is a decrease in rain, an increase in extreme events, an increase in winds from the warmer sector in 
the northwest, and annual sunshine hours have risen by 3.3 h since the 1950s.1,2,4 It has been proposed5 that 
climate changes reported at the Prince Edward Islands correspond in time to a southward shift of the Antarctic 
Circumpolar Current (ACC) and in particular its frontal systems the Subantarctic Front (SAF) and the Antarctic Polar 
Front (APF), between which the islands lie (Figure 1). The Prince Edward Islands, like many other oceanic islands 
within the Southern Ocean, are seasonally characterised by vast populations of marine organisms and a diversity 
and abundance of seabirds that use the islands as breeding grounds.6,7 It is estimated that the islands support over 
5 million breeding pairs of top predators including seabirds, penguins and seals during the peak breeding season.7 
The energy necessary to sustain these top predators is derived from the close interaction between the oceanic 
environment and the islands themselves. Changes in the intensity and geographic position within these frontal 
systems are likely to coincide with dramatic changes in the distribution of species and total productivity within 
the Southern Ocean. Long-term research in both the offshore and near-shore environments of the Prince Edward 
Islands is critical if the mechanisms needed to sustain high concentrations of marine life in a changing environment 
are to be better understood and conserved. If ecosystems are pushed beyond certain thresholds or tipping points, 
there is a high risk of dramatic biodiversity loss and accompanying degradation of a broad range of ecosystem 
services.8 Furthermore, a real threat brought on by a warmer climate will be the increase in ease in which pristine 
Subantarctic islands such as the Prince Edward Islands can be invaded by alien species.1 
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Figure 1: The root mean square in sea level anomaly (cm) calculated from a 13-year record of altimetry products. 
Two broad regions of variability are observed in the African sector of the Southern Ocean: the Agulhas 
regime (comprising the Agulhas Current, the Agulhas Retroflection, the Agulhas Return Current and the 
Subtropical Convergence) and the South-West Indian Ridge (SWIR), a separate region to the south. 
Bathymetric contours (-3000 m, -2000 m, -1000 m) are overlain in white. The average positions of the 
three major fronts associated with the Antarctic Circumpolar Current are also shown: the Subtropical 
Convergence (STC), the Subantarctic Front (SAF) and the Antarctic Polar Front (APF). The Andrew Bain 
Fracture Zone (ABFZ) is shown as the core of eddy variability. The Del Cano Rise (DCR) lies to the east of 
the Prince Edward Islands.

Recent observations by the International Programme on the State of the Ocean9 have highlighted concerns that the 
cumulative impacts on the ocean are greater than previously thought and the need to effectively manage fragile 
ecosystems is now critical. It is likely that global climate change may in the future become associated with the 
disruption of the ‘life support system of the Prince Edward Islands’6 and further investigations integrating offshore 
dynamics with the near-shore circulation are required to understand better what impact these changes will have on 
the system as a whole, and at what rate. On 9 April 2013, the Minister of Water and Environmental Affairs, Edna 
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Molewa, declared the Prince Edward Islands a marine protected area 
(MPA). The new MPA is intended to contribute to the protection of unique 
species, habitats and ecosystem processes. It will provide a scientific 
blueprint that can advise future management in understanding better the 
impact climate change is having on the Southern Ocean. We highlight 
the importance of long-term oceanographic research at the Prince 
Edward Islands if the mechanisms needed to sustain total productivity in 
a changing environment are to be better understood and the objectives 
of this newly constituted MPA are to be realised.

Offshore environment: Ocean corridors 
Hydrographic data collected during the recent South African National 
Antarctic Programme (SANAP)-funded Marion Island Offshore Study 
(MIOS), Southern Ocean Climate and Biodiversity (SOCAB) and 
Dynamics of Marion Island’s Impacts on the Marine Ecosystem 
(DEIMEC) programmes10 have shown that the ecosystem of the Prince 
Edward Islands benefits substantially from their location immediately 
downstream of an eddy corridor (Figure 1). Past investigations11,12 
have shown that the advection of eddies between the Subantarctic and 
Antarctic produce meridional heat and salt fluxes that balance much of 
the ocean–atmosphere exchange across the ACC. If the assumption is 
correct that a part of this flux comes about through mesoscale eddies, 
then their quantification at regions where mesoscale turbulence is high 
may be crucial. Recent studies have shown that since the 1950s, 
the ACC has warmed with possible shifts in frontal features between 
50 km and 70 km.13,14 The impact this migration may have on the Prince 
Edward Islands ecosystem over the next century is indeed complex. 
We speculate that wind stress can induce changes in the intensity and 
frequency of the Southern Ocean eddy field. In short, an increase in the 
poleward eddy flux can be attributed to the strengthening westerly wind 
belt, which in turn has been shown to contribute to the warming of the 
Southern Ocean.13,15 Closer examination of Gille’s data set suggests these 
trends occur directly south of each band of high eddy kinetic energy – 
the South-West Indian Ridge being one such example (Figure 1). These 
eddies move into the inter-island region and have been shown16 to carry 
with them organisms from their region of origin, suggesting that the 
near-shore waters of the islands have a more diverse spectrum of biota 
than one would normally expect from a Subantarctic island. Changes in 
the intensity and geographic position within these frontal systems are 
likely to coincide with dramatic changes in the distribution of species 
and total productivity within the Southern Ocean. The impact that a long-
term shift in the SAF may have on the near-shore dynamics provokes an 
interesting discussion.

Near-shore environment:  
A through-flow system? 
The Prince Edward Islands are seasonally characterised by dense 
populations of top predators6; subsequently, any changes in the frontal 
dynamics, either in the vicinity of these islands or further afield, may have 
strong implications on their near-shore foraging behaviour. In addition 
to the eddy corridor there is growing evidence that the geographical 
position of the SAF in the proximity of the Prince Edward Islands plays 
an important role in defining the short-term local macro- and mesoscale 
oceanographic conditions.17,18 Previous investigations have shown that 
when the SAF lies far north of the islands, the interaction between the 
ACC and the island group results in water retention over the inter-island 
region which encourages algal blooms.19 During these periods, signature 
Antarctic species dominate and suggest that water masses typical of 
modified Antarctic surface water prevail. In contrast, when the SAF 
meanders southwards in closer proximity to the islands, advection forces 
prevail and a flow-through system associated with a long-term decline in 
the frequency of phytoplankton blooms is observed.20,21 Recent decline 
in stable isotope carbon values of the bottom-dwelling shrimp Nauticaris 
marionis indirectly postulates a decrease in the occurrence of bloom 
conditions in the inter-island region between the 1980s and 2000s.5,22 
Mirrored to these findings, there have been increases in the population 
sizes of offshore feeding land-based predators, such as wandering and 
grey-headed albatrosses23 and Subantarctic and Antarctic fur seals24, 
which may be a result of a decrease in foraging distances from the 

Prince Edward Islands. In direct contrast, it appears that the populations 
of inshore predators feeding on Nauticaris marionis – such as Gentoo 
and Rockhopper penguins and Crozet shags25-28 – have decreased. The 
decline in the abundances of predators that rely heavily on prey inhabiting 
the inshore system of the islands suggests an indirect effect of climate 
change on prey availability.5 Climate models suggest a restructuring of 
the ACC under changing westerly winds, such that its associated frontal 
systems display an average southward shift.14 

Ocean monitoring as a tool for marine 
protected areas 
Separating short-term natural variability through eddy shedding from 
the long-term southward migration of the ACC remains a key challenge. 
In-situ long-term oceanographic measurements remain sparse in time 
and space because of ongoing logistical and cost constraints of marine 
research in the Southern Ocean.29 The need to effectively monitor the 
long-term change in the position and velocity associated with the ACC 
in relation to the island group through dedicated research programmes 
is now critical. On 9 April 2013, the Minister of Water and Environmental 
Affairs, Edna Molewa, declared the Prince Edward Islands an MPA. 
This new Prince Edward Islands MPA, the first South African offshore 
MPA, will serve to significantly contribute to global initiatives towards 
protection of offshore and deep ocean areas. Minister Molewa added30:

The new MPA is intended, among other things, 
to contribute to the protection of unique species, 
habitats and ecosystem processes. It will also 
provide scientific reference points that can inform 
the future management of the area and to be 
able to understand better the impacts of climate 
change on the whole Southern Ocean. It will 
also contribute to integrated and ecologically 
sustainable management of marine resources of 
the area. 

It has been shown31 that the success of this MPA will be dependent 
on the ability to nest the region within a broad management framework 
encompassing the island’s exclusive economic zone and its broader 
region. A key outcome of this policy is that the Prince Edward Islands are 
reliant on a combination of ecosystem processes that occur within the 
inter-island region and further afield at the South-West Indian Ridge. It 
is unclear whether this change is expected to continue and at what rate. 
However, it may have already promoted long-term changes in land-based 
top predator populations on the islands, possibly through food-chain 
modifications.22 A key recommendation by the MPA committee31 to the 
Ministry is the need to continue studies that 

detect climate related changes that may impact 
the boundaries of the proposed MPA, sea 
surface temperatures and shifts in the position 
of the major frontal systems ... and their biotic 
responses ... to the north and south of the islands. 

This recommendation further mirrors the key focus of the Department 
of Science and Technology 2018 Grand Challenge which calls for an 
improved understanding of how the Southern Ocean, and in particular 
its Subantarctic islands, will respond to climate change through changes 
in ecosystem function and structure. National long-term environmental 
monitoring is already supported by government initiatives such as 
SANAP, the South African Environmental Observation Network and the 
South African Weather Service. Other organisations also contribute to 
environmental monitoring but, because such activities need to be long 
term, ‘monitoring and data management may be threatened by the 
vagaries of funding cycles and changes in research priorities’31. 

The way forward: Future foci
The need to integrate near-shore and offshore environments through 
a series of core objectives is recognised. Our understanding of the 
eastward passage of eddies extending from the South-West Indian 
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Ridge (Figure 1) as well as the implications of a southward migration 
of the SAF14 has improved through the use of high-resolution ocean 
models and direct observations through both international (i.e. ARGO, 
Global Drifter Programme, Aviso) and national (SANAP) programmes. 
However, interactions of these processes – for instance the impact a 
change in position of the SAF has on the frequency and intensity of eddy 
generation at the South-West Indian Ridge – remain unknown. Given 
recent findings5 which show that the southward migration of the SAF is 
likely to be associated with a long-term decline in phytoplankton blooms, 
addressing the importance of this biological–physical link is critical. If 
the SAF is indeed shifting southwards, what impact will this shift have on 
the inter-island ecosystem in the future? Past investigations have shown 
that the ability for water to be retained between the islands is dependent 
on the position of the SAF. Thus, the need to monitor the position of the 
front in close proximity to the Prince Edward Islands is critical in order 
to separate the impacts of short-term variability through eddy shedding 
from the long-term southward migration in response to global climate 
change. In order to achieve this, a long-term mooring array spanning 
the inter-island region directed at measuring the position of the SAF, 
through temperature and velocity profiles, needs to be deployed. Using 
a full-depth thermistor chain, temperature profiles will highlight both 
seasonal- and frontal-driven changes in the inter-island region, while 
velocity profiles from mounted acoustic doppler currrent profilers will 
provide an insight into the dominant circulation between the islands. It 
is expected that should the SAF be shifting southwards as inferred by 
coupled ocean–atmospheric models,14 temperature and velocity profiles 
between the islands will increase over the next decade. 

The unique biological diversity of Subantarctic islands provides an ideal 
environment in which methods can be employed to enhance our ability 
to predict the impact a changing world has on a fragile ecosystem. The 
recently launched Prince Edward Island MPA will serve to protect its 
marine environment by offering South Africa’s Subantarctic community 
a glimpse into the current status quo. It will provide a measure on how 
ecosystems are currently functioning, which will become increasingly 
valuable as climate change gradually disorders them. Only when these 
results become available and are linked with similar long-term biological 
and biogeochemical observations, will some understanding of the 
direct role that the SAF has on the near-shore island dynamics and the 
vulnerability of its ecosystem be fully gained. 
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The distribution of the economic mineral resource 
potential in the Western Cape Province

South Africa is blessed with vast mineral resources. The formal exploitation of mineral resources in South Africa 
started with copper mining in Namaqualand (near Springbok in the Northern Cape Province) in the mid-1800s. 
The discovery of diamonds near Kimberley in 1867 and gold on the Witwatersrand in 1886 led to the significant 
growth of the mining industry in South Africa. In 1995, it was reported that approximately 57 different minerals 
were sourced from 816 mines and quarries,1 with the most important mining provinces being the North West 
(as a large producer of platinum group metals and gold); Gauteng (gold); Mpumalanga (coal) and the Free State 
(gold). Although the Western Cape is classified as being the least productive in terms of mineral resources,1 it 
has a large potential for the exploitation of industrial minerals. These often neglected resources comprise a highly 
diverse group of vitally important minerals that are used in a variety of applications ranging from everyday products 
to highly sophisticated materials. Here we describe economic or potentially economic minerals occurring in the 
Western Cape in terms of their geological setting. 

Geology
The occurrence of a mineral resource is always determined by the geological setting of a region. In the Western 
Cape Province, the oldest rocks are gneisses and granites of the Mokolian Namaqua-Natal Metamorphic Province 
(~1100 million years old) exposed north of Vredendal. These rocks are overlain by the Gariep Supergroup rocks, 
which are approximately 650 million years old, and similar-aged rocks of the Malmesbury Group. The Kaaimans 
and Cango Groups occur in the southwestern and southern parts of the province, respectively (Figure 1). The 
Malmesbury and Kaaimans Groups are intruded by the 550–510-million-year-old Cape Granite Suite. The slightly 
younger Vanrhynsdorp Group occurs in the northwestern part and the Klipheuwel Group in the southwestern part 
of the province. The rocks of the Table Mountain, Bokkeveld and Witteberg Groups of the Cape Supergroup follow 
unconformably upon the older rocks described above. The younger Dwyka, Ecca and Beaufort Groups of the Karoo 
Supergroup were deposited from 300 to 255 million years ago in the northeastern part of the province (Figure 1). 
Rocks of the Karoo Supergroup and older strata were tectonically deformed during the Cape Orogeny, which 
finished about 215 million years ago and was followed by uplift and intrusion of a vast network of dykes and sills 
of the Karoo Dolerite Suite into the Karoo rocks some 180 million years ago. Fluvial sandstone and gravel overlaid 
by lacustrine clay of the ~145 million year old Uitenhage Group occupy small fault-bounded basins between 
Worcester and Plettenberg Bay. The youngest geological sequence is the Cenozoic sediments, which consist of 
fluvial, marine and predominantly windblown sandy deposits. They are assigned to the Sandveld Group on the 
western coastal plain and the Bredasdorp Group on the southern coastal plain. 

Figure 1: Geological map of the Western Cape Province.

Mineral occurrences
A total of 26 mineral commodities with economic or potential economic variability for exploitation have been 
delineated in the Western Cape Province.2 In approximate order of economic importance and present status these 
comprise: stone aggregate, brick clay, building sand, limestone, dolomite, diamonds, heavy minerals, gypsum, 
uranium, bentonite, dimension stone (granite, sandstone, marble), rare earth elements, silica sand, plastic clay, 
salt, phosphate, gravel, kaolin, industrial sand, shale gas, tungsten, mineral pigment, lignite and manganese. Only 
the first 11 minerals are discussed here. Figure 2 shows the distribution of the discussed eleven minerals in the 
Western Cape Province. The information about each mineral was derived from the South African Minerals Database 
(SAMINDABA), metallogenic maps of the region and through field identification and verification processes. Our 
findings will be used to update the SAMINDABA database.
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Stone aggregate 
Stone aggregate is a crushed rock generally coarser than 6.7 mm, largely 
used for road, concrete and other pavement construction.3 Quartz-rich 
rocks produce a good-quality aggregate. In the Western Cape, these 
rocks are sourced from the quartzitic sandstone of the Piekenierskloof, 
Peninsula and Skurweberg Formations of the Table Mountain Group,3,4 
granite of the Pan-African Cape Granite Suite and hornfels of the 
Malmesbury Group.

Brick clay 
The short supply of wood and natural building stone led to the use of 
brick clay as an alternative building material. Today, brick clay is the 
most predominant building material. Clays suitable for brick-making 
material must contain the minerals kaolinite, quartz and illite.5,6 Van 
Strijp7 concurs, reporting that kaolinite has a good sintering effect while 
quartz acts as a stabiliser and illite provides plasticity. In the Western 
Cape, clays meeting these requirements comprise residual clay of the 
Malmesbury Group shale of Cape Town, Ceres and Hopefield; residual 
clay of the Gifberg Group (Gariep Supergroup) schist near Klawer; 
residual clay of the Saasveld Formation (Kaaimans Group) schist and 
phyllite in the George area8,9 and residual clay of the Kirkwood Formation 
(Uitenhage Group) mudstone near Oudtshoorn and Swellendam.2

Building sand 
Sand mining is normally short to medium term in duration, creating 
relatively few job opportunities. However, it contributes significantly 
to the local and regional economy. Building sand is commonly used 
for the manufacture of plaster, mortar and concrete.9 Building sand is 
distributed over most of the province but is generally absent in areas 
underlain by Karoo Supergoup sedimentary rocks and dolerite between 
Laingsburg, Beaufort West and Murraysburg. In the Greater Cape Town 
area, plaster and mortar sands are obtained from hairpin parabolic 
dunes of the Holocene Witzand Formation in the Philippi and Macassar 
regions. Concrete sand is obtained from hillwash deposits in the zones 
southwest of Malmesbury and northwest of Darling.2 In the Saldanha and 
Vredenburg urban area, all three types of building sand are sourced from 
colluvial and hillwash sands. In the southern part of the province east 
of Port Beaufort (Figure 2), enormous resources of mortar and plaster 
grade building sand are derived from coast-parallel dunes, up to 54 m 
high, of the Strandveld and Wankoe Formations (Bredasdorp Group).10 
Concrete grade sand in the same area is exploited from hillwash, 
colluvial and alluvial sands.

Limestone/dolomite 
Limestone is used for several applications, including cement manufacture, 
metallurgical flux, paper coating, water purification, steel production and 

Figure 2: Map of the mineral potential of the Western Cape Province.
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as a neutraliser of acid soils.2,11,12 Pure limestone is composed entirely 
of calcium carbonate; when it contains variable amounts of magnesium, 
it is called dolomite.11 Limestone and dolomite are discussed together 
because they form in similar geological environments and are often 
associated in the field. To a certain extent they have similar uses, 
although limestone is the more valuable material. Limestone occurs in 
the western and southern portion of the province and can be divided into 
high-grade and low-grade categories. The high-grade limestone occurs 
in the Cango Group north of Oudtshoorn, in the Malmesbury Group in the 
southwestern part of the province and in the Gifberg and Vanrhynsdorp 
Groups in the vicinity of Vanrhynsdorp and Vredendal. Low-grade 
limestone occurs in the De Hoopvlei, Wankoe and Waenhuiskrans 
Formations of the Bredasdorp Group between Stanford and Mossel Bay 
and in the Langebaan and Velddrif Formations of the Strandveld Group 
between Cape Town and Velddrif. Dolomite occurs in the Malmesbury 
Group near Robertson and in the area southeast of Piketberg and in the 
Vanrhynsdrop Group in the region of Vredendal and Vanrhynsdorp.

Diamonds
Diamonds are only present in the northwestern part of the province and 
are hosted by both alluvial and marine placers. Alluvial placers occur in 
fluvial deposits of the middle Pliocene Quagga’s Kop Formation in the 
Knersvlakte and in fluvial terrace gravels in the Olifants and Hol River 
valleys.2 Marine placers occur along the coast northwest of Donkin’s 
Bay in gravels that overlie Pliocene to Pleistocene wave-cut terraces and 
in gravel within recent offshore gulleys and potholes.13 The diamonds 
were derived from an inland kimberlite source via a late Cretaceous 
‘Karoo River’ that connected the diamondiferous kimberlite region of 
central South Africa to the Knersvlakte and mouth of the Olifants River.14 
The diamonds of alluvium placers are of low grade and no longer 
exploited.15 Present mining of the marine placers is concentrated on the 
diamondiferous gravel that fills gullies, joints and potholes in bedrock on 
the seafloor.2,15,16

Heavy minerals
Heavy minerals provide a source of both titanium, which is hosted in 
the minerals ilmenite and rutile, and zirconium, in the mineral zircon. 
Other heavy minerals such as magnetite, monazite, garnet, tourmaline 
and hematite are commonly present but are not processed. In the 
Western Cape Province, heavy mineral bearing sands are present along 
the west coast, north of Dwarskersbos within Quaternary beach and 
aeolian placers.17 A total of 16 placers have been discovered but only 
2 are economically viable, the others being small or of low grade.17-19 
The largest is Namakwa Sands hosted by aeolian sand some 52 km 
northwest of Lutzville (Figure 2).

Gypsum 
Gypsum occurs in the northwestern part of the province. It is hosted 
by clay and occurs in the form of selenite crystal aggregate, powder, 
alabaster and satin spar veins.2 The gypsum-bearing clay is derived from 
underlying bedrock of the Namaqua-Natal Metamorphic Province, Gariep 
Supergoup, Vanrhynsdorp Group and Whitehill Formation. The clay has 
an average thickness of 1 m but can attain thicknesses of up to 4 m. In 
the region northwest of Vanrhynsdorp, approximately 4.5 million tons of 
gypsum has been mined since the 1930s, leaving remaining resources 
of 13 million tons.20 Given the rate of production of gypsum, the province 
will have an adequate supply for the next 100 years. The applications of 
gypsum are largely in the building industry, as cement retarder, in plaster 
and ceiling boards, and as a soil conditioner in the agriculture industry. 

Uranium
The Western Cape Province has deposits of uranium with economic 
potential hosted by sandstone of the Beaufort Group between 
Laingsburg, Beaufort West and Murraysburg, which have never been 
exploited. During the period between 1976 and 1979 when the price 
of uranium reached USD110/lb U3O8, extensive exploration occurred in 
the Laingsburg and Beaufort West regions, but the exploration stopped 
when the price dropped.2 Currently, the price ranges between USD40 
and USD55/lb U3O8 and it is presumed that should the price rise to 

sustainable levels – above USD80/lb U3O8 – exploration of this resource 
might occur again.15

Bentonite 
Bentonite is a clay-rich mineral consisting mainly of montmorillonite. It 
is used for a variety of applications, for example, as a wine and fruit 
juice decolourant, as a binder in foundry sands and as a soil sealant.5 It 
occurs in five rift-related basins of the Late Jurassic to Early Cretaceous 
age in the Cape Fold Belt between Robertson and Plettenberg Bay:

1. Robertson and Swellendam basin – bentonite occurs in the 
Kirkwood Formation but no prospecting has been carried out.2

2. Heidelberg–Riversdale basin – bentonite in the Kirkwood Formation 
is divided into two units: an upper multicoloured, pale greyish 
yellow and reddish sandstone and mudstone unit and a lower 
zone comprising olive-green and greenish grey mudstone and 
sandstone beds.5 The lower zone is up to 10 m thick and hosts 
several bentonite horizons.

3. Mossel Bay basin – bentonite has been prospected with 
insignificant results.

4. Plettenberg Bay basin – bentonite occurs in lenticular- to pod-like 
bodies that vary in thickness from 0.15 m to 2.5 m and were mined 
between 1993 and 2004.5

5. Oudtshoorn basin – bentonite occurs in the Uitenhage Group but 
exploration has not been undertaken.2 

Dimension stone 
Dimension stone is a collective term for various natural stones used 
for structural or decorative purposes in construction and monument 
applications. There are three types of dimension stone that occur in the 
Western Cape Province: granite, sandstone and marble. These stones 
are used for building construction, tiles, cladding and memorial art 
(tombstone). There are two types of granites mined in the province: a 
light grey, medium-grained granite (known as Paarl Grey), which occurs 
on the eastern side of the Paarl Pluton, and a light green, charnokitic 
granite (known as Green Granite) which is located in the northwest 
part of the province around Bitterfontein.15 Although no longer popular, 
sandstone was formerly exploited from the Peninsula Formation (Table 
Mountain Group) near Cape Town, Piketberg and Vanrhynsdorp, from 
the Robberg Formation at Mossel Bay and from the Kirkwood Formation 
at Oudtshoorn for local building stone.2,21 The marble in the province 
is a result of the metamorphism of limestone during the Pan African 
Orogeny.13 The marble resources are found in the Widouw Formation 
(Gariep Supergroup) in the northwestern part of the province near 
Vanrhynsdorp and in the Cango Group in the De Rust area.

Conclusion
The status of the selected resources in term of deposits, working mines 
and former mines is shown in Figure 3. There are still a number of 
deposits to be exploited. The extent of former mines does not necessarily 
relate to the depletion of resources, but is driven rather by market value 
and demand. The resources of building sand in the Greater Cape Town 
area are limited and new resources from other regions or crushed sand 
from the Table Mountain Group sandstone east of this area will have to 
be utilised. The other construction materials – stone aggregate, brick 
clay and limestone (for use in cement manufacture) – are in abundant 
supply. There are approximately 20 000 tons of uranium in the identified 
resource category, but the uranium price must rise to higher sustainable 
levels before exploitation becomes viable. The current updated 
distribution of mineral resources in the Western Cape Province will be 
vital to town and rural planners, as well as to conservation organisations 
such as CapeNature, for the delineation of nature reserves so as to avoid 
sterilisation of economic important mineral commodities.
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St, stone aggregate; CS, brick clay; QB, building sand; LS, limestone; Do, dolomite; DA, diamonds; HM, heavy minerals; Gy, gypsum; U, uranium; CB, bentonite; MA, granite (dimension stone); 
MQ, sandstone (dimension stone); MM, marble (dimension stone).

Figure 3: The status of potentially economic minerals of the Western Cape Province.
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Using SNPs to find my roots

South Africa has been a true democracy for almost 20 years. There have been many positive developments in this 
time; some (including those relating to science) seem almost miraculous when one considers for instance some 
of the consequences of the Arab Spring. Despite our two decades of freedom from apartheid, we sadly remain 
a substantially racially divided nation. As a scientist with a strong interest in genetics, my own racial heritage 
has always been of interest to me. Although sequencing one’s own genome remains inordinately expensive for 
the average person, determining one’s single nucleotide polymorphism (SNP) genotype has become relatively 
inexpensive. And it is against this background that I now have confirmation of who my own ancestors were.

It is almost fashionable in South Africa to be able to claim a southern African ancestor. My DNA analysis shows that 
while I can claim to be 1% African, there is nothing to suggest that any of my ancestors ever lived in southern Africa. 
This finding must clearly be viewed against the backdrop of the fact that humans originated in Africa. My ancestors 
obviously left Africa a very long time ago! I can, however, report that I share 2.9% of my genome with Neanderthals, 
for whatever that is worth. My current theory – and I am sticking to it – is that Neanderthals were blonde! 

I grew up with the knowledge that my great-great-grandfather, 23 generations back, was Robert the Bruce. For 
those not raised on European history, he was King of Scots in 1306. Much time has passed since he was king and 
I do not have any claims on the Scottish throne nor is there any evidence of any family treasure to which I might 
have rights. However, my father was very proudly Scottish. My mother can trace her English ancestors back to the 
Tudors and her mother was Irish. It is thus not at all surprising that my DNA profile is 50–70% English or Celtic and 
that overall I am 98% European with a very small Northern African and Asian influence.

My mitochondrial genome is also one of the European lineages. In his popular book The Seven Daughters of Eve, 
Bryan Sykes1 named the originator of my mtDNA haplogroup Jasmine. I obviously come from a very long line of 
European women and I have passed my mitochondrial genome on to my children. 

The story regarding my ‘roots’ is exactly what I expected. But it was interesting (somewhat reassuring) to have it 
confirmed and to understand some of the other aspects of my gene pool. It was also fascinating to learn how much 
we know already as a result of Genome Wide Association Genetics. Based on my SNP genotype, I am predicted to 
be blonde and to have blue eyes. The fact that this reflects my phenotype exactly is both reassuring and also shows 
how much one can tell from just a million SNPs. 

Testing for genetic diseases based on SNP linkage has become a component of the commercially available tests 
that the medical profession is already using. It is thus important that we come to understand more about genetics 
and our own genomes. Yet, there are also some complex consequences to having access to all these data. For 
example, in the South African context, the availability of these data may force a re-evaluation of our various racial 
classifications. In parts of the USA, the ‘one drop rule’ has been applied to race classification – any mixed race 
ancestry determines one’s race. I would suggest that having one’s genomic data available vividly illustrates how 
pointless these various classification systems really are. We are all probably a bit of a mixture – some, such as 
myself, a bit more ‘European’, while others are finding unexpected ‘roots’ to celebrate.

The poet Langston Hughes2 wrote in his 1940 memoir 

You see, unfortunately, I am not black. There are lots of different kinds of blood in our 
family. But here in the United States, the word 'Negro' is used to mean anyone who has 
any Negro blood at all in his veins. In Africa, the word is more pure. It means all Negro, 
therefore black. I am brown. 

A colleague of mine who has a mixed-race son once told me that, in her homeland, her child is ‘neither White nor 
Black but rather just beautiful’. The data of our genomes will ultimately be available to us all. And hopefully they will 
emphasise the fact that the human race is something truly beautiful to behold.
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Entomological evidence of misdemeanour

The face of publishing is indisputably changing. As a print-on-demand publication, Insect Evidence is interesting for 
reasons besides its content. The Internet has freed us of many constraints when it comes to publishing – a situation 
that is exemplified by the popular fanfiction and academic open-access movements. Fanfic has an effective 
quality-assurance mechanism, because poor writing receives no encouragement from its reading community, while 
academic publishing has a two-stage system in which peer reviewers and editors perform an initial gatekeeping 
role, and the citation system is a secondary mechanism that functions more like that of fanfic. The print-on-
demand publishing service industry allows authors to be their own publishers, thus bringing the fanfic model to 
academic publication. 

Under this print-on-demand publication model, the publisher supplies information about a client’s opus on their 
website and on the sites of large online book suppliers, and when a copy is ordered online, they reproduce and 
deliver it. The author receives a royalty and retains control of the design and rights to their work, which can be 
ordered at any time, from anywhere, more or less in perpetuity. Some online book suppliers allow you fanfic-like 
means to submit voluntary reviews on each item, and provide links to cognate works based on keywords and 
customers’ buying patterns. The missing ingredients are the editing services and pre-publication review of 
traditional academic publishing, but it is not clear if that matters. Various authors1-3 have raised alarm about the 
reliability of the peer-review and editorial processes of academic publishing, and there is a voluminous literature 
about what citations might actually indicate about academic merit.4 

Bishop is qualified in his topic by both experience and training. He graduated from the Virginia Forensic Science 
Academy and has done research on nocturnal oviposition of blowflies under artificial lighting at the Department 
of Entomology, University of Nebraska. He is now a forensic consultant who retired with 23 years of service as a 
Master Police Officer and Forensic Technician with the Charlottesville VA Police Department. He has assisted with 
forensic entomology in more than 70 criminal and civil cases between 1995 and 2003, although reportedly rarely 
travels to the scenes. He taught forensic entomology to graduate and professional audiences in Virginia and Florida, 
which is reflected in the approach of this book.

This book is effectively a concise, illustrated training manual, along the lines of Catts & Haskell’s5 longer, 
spiral-bound classic. It contains chapters on the nature of forensic entomology and of death scenes; general 
etiquette, protocols and equipment for approaching and sampling outdoor death scenes for insect evidence 
and environmental conditions; additional considerations for indoor and mortuary cases; the general life cycle 
of blow flies; and layman’s accounts of the flies and beetles that one may expect to collect in North America. 
The presentation is process oriented and includes mnemonics for the stages of the protocols. The science is 
informal and monochrome photographs (some reproduced in colour at http://www.forensic-topics.com/) clarify 
explanations. As a training document, this book has a very clear target audience which it addresses with the right 
tone and level of detail. It is available in three formats – hardcover, softcover and e-book. My well-printed and 
robustly bound softcover arrived directly from the publisher by post unscathed and promptly. Prices vary by format 
and some suppliers undercut the publisher.

This book is ideal for its purpose, and yet it is not cited in the rapidly growing literature about forensic entomology. 
To be fair, the subject is specialised, but even so, there have been citation opportunities. I discovered this book 
about 5 years after it was published, on a tangentially related Internet search. Although it is marketed by, among 
others, Amazon and Barnes & Nobel, the book did not appear within the first 10 pages of hits generated by their 
search engines. Clearly, one of the biggest challenges of publishing academic works privately lies in advertising.

If the possibilities of print-on-demand publication inspire you, there is a caveat: do your homework. While Insect 
Evidence is a wholesome example of print-on-demand, there are counterexamples with a different reputation. Some 
publishers using print-on-demand take advantage of permissive Creative Commons and ShareAlike licences to 
sell anthologies of articles from Wikipedia, Wikia and even the South African Journal of Science as books through 
well-known online book suppliers. The cover of one book on forensic DNA analysis (selling for US$56) announces 
boldly “High quality content by Wikipedia articles!”. Authors publishing privately on demand should weigh up the 
advantages of professional editing, peer review and marketing. 
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Academic freedom as a keyword

John Higgins’s Academic Freedom is a worthy example of what Said refers to in the book as the fugal and 
contrapuntal approach to literacy (p. 219). The author’s attention to the simultaneity of voices is not unlike 
Glen Gould playing Bach and produces a similar effect: a will to listen more and to engage further. 

Academic Freedom is organised in two parts. Part One consists of five essays published by the author in different 
formats between 1987 and 2011. Two of them focus directly on academic freedom (Chapters 1 and 2), while the 
other three focus on different aspects of the position of the humanities in higher education policy and practice in 
the last 30 years. Part Two consists of interviews with Terry Eagleton, Edward Said and Jakes Gerwel, all of whom 
have directly contributed to the debate about the humanities and the role of universities and intellectuals in society. 
Finally, the book closes with a conclusion that, instead of summarising already stated arguments, presents the 
issues at stake against the current policy and political context in South Africa. A foreword by John Coetzee in the 
form of a letter to the author adds flair to a text that is fundamentally dialogical.

Like all good writing Higgins’s Academic Freedom is susceptible to several different readings. I would like to 
propose four: an historical reading, a political reading, a pedagogical reading and an intellectual reading.

In the historical reading Higgins deals with academic freedom as the construction of a problem from the debates 
about De Klerk’s Regulations of 1987 to the launch of the Charter for the Humanities (2011) and the amendments 
to the Higher Education Act introduced by the Minister of Higher Education and Training in 2012. The local 
chronology might be misleading. Far from concentrating on South African higher education, Higgins explores the 
changing relationship between higher education and the state and higher education and society as part of the global 
expansion and influence of neo-liberalism. From this perspective Higgins navigates through fundamental higher 
education texts contraposing and combining the detailed analysis of policy and policy reports with specialised 
higher education literature. The main concern here is the seemingly easy transition from a conception of higher 
education ‘as a sub-set of the political system to a sub-set of the economic system’ (p. 156) and the instrumentalist 
conceptualisation of higher education which arises from this. In doing this, Higgins does not stop at the door 
of governments, states and markets, but goes inside higher education institutions, exploring how the overriding 
instrumental motive manifests itself in the tensions between universities’ management and academics. The 
continuum in this historical reading of Higgins’s work is the impact that these changes have had on the humanities 
disciplines in terms of self-definition as well as for their position, valorisation and funding within universities. 
Higgins’s argument is far from simplistic, antiquated or romantic. He dissects the contradictions and tensions of 
21st century higher education, particularly in the context of post-apartheid South Africa, at the same time that he 
makes the case for the humanities as eminently necessary disciplines for the 21st century informatics society.

A political reading of Academic Freedom brings us back to Said’s Reith Lectures (1973) on the representations 
of the intellectual and his/her role in ‘disturbing the easy flow and circulation of received ideas’ (p. 2). Higgins’s 
minute dissection of the notion of ‘occasioned’ writing lays out the difficulties of a type of writing which is developed 
academically but that is stated for and in public. Each one of the essays comes from a combination of what the 
American Association of University Professors calls in its definition of academic freedom ‘extramural utterances’ 
and rigorous academic writing; thus newspaper articles and public lectures are woven through Higgins’s text. The 
point of this writing is to take a position, which Higgins does in every chapter. The political reading of Academic 
Freedom is confirmed in the final counterpoint between the arguments contained in the five essays and the three 
interviews with academics who are also intellectuals and whose participation in public debate and political life has 
been exemplary. The notion that the humanities disciplines are necessary for democratic life because they educate 
people in the art of dissecting discourse, constructing arguments and asking questions about the questions, 
argued throughout the book, speaks, in my view, to the fundamental bastion of the political in higher education: 
the conceptualisation of education itself as a political act in an agoric sense and it serves to show in practice the 
social value of critical literacy.

Academic Freedom is also susceptible to a pedagogical reading. This reading is particularly true of the five 
essays but can also be detected in the conversation about education that takes place in all three interviews. From 
Chapter 1 onwards, in subsequent levels of complexity and explicitness, Higgins proposes a humanities pedagogy. 
He usefully argues that critical literacy is the name of the project ‘standing behind or within’ the common ground 
of all humanities disciplines (p. 83), a notion that some local academics still find difficult to grasp. From the 
specific pedagogical perspective, Higgins not only analyses text and discourse, he shows how to do it. In chapter 
after chapter, Higgins deploys the three dimensions of textuality, theory and history that constitute critical literacy 
as exemplars of what he means. The analysis of institutional culture as a keyword, the observations about the 
difference between statement and address in policy documents (and in any argument for that matter) and the 
introduction of the NAIL (narrative, analysis, interpretation and language) disciplines are all teaching moments, as 
is his minute analysis of the debates on academic freedom in Chapters 1 and 2. Inevitably, the pedagogical moment 
is also a political moment as Higgins insists on the importance of understanding the uneven distribution of cultural 
capital among university students and the possibility of looking at universities’ ‘institutional cultures’ from the point 
of view of the ‘pedagogic culture and its forms of transmission’ (p. 127). Once again the pedagogical reading is 
sustained in the interviews as all three interviewees use their experience as university teachers to reflect on the 
difficulties of teaching critical literacy to the millennial generation. 

My last reading of Higgins is intellectual in the sense of the author’s intellectual perspective in the analysis of the 
problem at hand. The analysis presented in Academic Freedom is unambiguously and unashamedly materialistic. 
Higgins’s own deployment of the theoretical, the historical and the textual is grounded in the material connection 
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between culture and society. Raymond Williams’s oeuvre, on which 
Higgins has worked extensively, becomes a primary frame of reference 
for the analysis of the humanities in the context of academic freedom. 
The exploration of institutional culture as a keyword (Chapter 4) is 
probably the best, but by no means the only, example of this. The notion 
of keyword as ‘an item of contested vocabulary in a conflicted and 
disputed social process’ (p. 103) sets the scene for an exploration of 
the manner in which words and concepts change meaning under the 
pressure of social and political change. Both text and footnotes rely on 
Marx and historical materialism as still useful lenses to interpret reality; 
thus we move from The German Ideology to the Critique of Hegel’s 
Theory of the State and the Theses on Feuerbach as part of the same 
argument. The reader should not be misled to think that what Higgins’s 
text offers is a simplistic Marxist analysis of a social problem. This 
materialist approach engages with Bourdieu, Derrida and Foucault as 
much as with more recent postcolonial theory. As in the other proposed 
readings of Academic Freedom, in the intellectual reading the five essays 
and the interviews operate in a fugue structure and Eagleton, Said and 
Gerwel, from different personal experiences, multiply the reflection on 
the value and need of thinking with Marx against Marx, to reappropriate 

a phrase coined by Benhabib apropos of Arendt. Of particular interest for 
South African reflection is the dialogue with Gerwel about race and class 
in local politics in a post-socialist world.

It is possible and necessary to argue with the author from a variety 
of points of view in order to explore further the implications of some 
of the notions and definitions proposed, to examine again the role of 
whiteness and given epistemologies in institutional culture, to introduce 
the possibility that the author’s conceptualisations are very marked 
by his South African institutional context, and to explore further the 
permanent tension in the definition of the university and its role in society 
under different historical moments. Yet this does not detract from the 
quality of the argument or the importance of the book. As with all good 
arguments Academic Freedom is bound to induce debate and provoke 
the possibility of public deliberation. At a time when there is not sufficient 
public debate in the country as to the suitability of our interpretive 
schemes to understand and act in our society, Higgins’s work is a good 
incentive to reflect on the extent to which academia can hold on to the 
double responsibility of interpreting the world and helping to change it, 
and on the political conditions under which this might be possible.
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A new look at demographic transformation: 
Comments on Govinder et al. (2013)

I noted when I read the draft of Govinder et al.’s1 paper on equity indices that it equated equity with transformation, 
and delinked equity from development and performance. This draft version of the paper fell into the trap of a 
prevailing South African condition: using transformation as a code word for race. Furthermore, the formula used 
in the paper produced a result in which several of the most equitable institutions were those being run by a 
government-appointed administrator. By this, the authors implied their promotion of high equity, yet also regarded 
the existence of dysfunctional institutions as a given in their proposed model for the South African university system.

The paper on equity indices, published in the South African Journal of Science1, certainly responds to both these 
criticisms. Firstly, equity is used mostly in reference to the formula as described in the paper,1 although the focus 
of equity is racial, being mainly African. Secondly, a serious attempt is made to reconcile the well-known Harold 
Wolpe tension between equity and development, as described by Cloete et al.2 While I will argue that the attempt is 
not entirely successful, the approach of developing empirical indicators to reflect the equity–development duality 
of transformation is to be lauded as it is a step towards developing South African indicator-based performance 
clustering systems. My time spent at the Shanghai Jiao Tong University’s Centre for World Class Universities during 
early November 2013 has made it even clearer to me that, while for the foreseeable future the Jiao Tong type of 
methodology will continue to make a considerable contribution to debate and controversy, it will not assist much 
in strengthening universities in Africa.

Govinder et al.1 are correct when they assert that equity-weighted research output goes beyond the Centre for 
Higher Education Transformation (CHET) clusters,3 which were based mainly on performance and efficiency in 
knowledge production. The more recent CHET clustering3 in 2010 has been expanded to include factors such as 
staff qualifications, undergraduate-to-masters graduation rates and high-level knowledge production (doctorates 
and research publications). This latest CHET clustering has shown that, in addition to those usually in the top group 
of higher education institutions (such as UCT, Stellenbosch University and Wits University), some ‘on-the-move’ 
institutions, such as UKZN, North-West University and the University of the Western Cape, have moved into the 
top group.3

Govinder et al.1 are also correct in pointing out that some of their results do not square up with the CHET differentiated 
clusters3. For example, their high rating for Unisa – in terms of both the graduation Equity Index and the weighted 
research output – is completely contradictory to the performance of Unisa in the South African system as shown 
by CHET. Similarly, their low ranking for Rhodes University is contradictory to the CHET finding that Rhodes is 
one of the three most efficient knowledge producers in terms of weighted publication per staff member. It appears 
that by not using staff:research ratios, the Equity Index formula has skewed results in favour of larger institutions. 

Stellenbosch University, amongst others, can be used to illustrate the difficulty of finding a measure that adequately 
combines equity and development. Stellenbosch comes last in the equity indices for students and staff, and ninth in 
the equity-weighted research output.1 However, CHET has shown that Stellenbosch has the highest undergraduate 
and doctoral throughput in the South African system. For 3-year degrees, 68% of students graduate after 6 years 
at Stellenbosch. UCT is second with 64%, while the national average is 40%.3 At the doctoral level, Stellenbosch’s 
graduation rate after 7 years is 71%. Here, Wits shows in second place at 69%, while the national average is 
46%.4 Proportionally, Stellenbosch also produces the most female doctorates4; however, gender does not feature 
in the racially orientated Equity Index. The African Doctoral Academy at Stellenbosch has 60 students from five 
sub-Saharan African countries,5 but black Africans from countries other than South Africa also do not count for 
equity on the Equity Index.

The role of Africans from countries other than South Africa in academia is becoming a sensitive issue, and it has 
some resonance with demonstrations of township competition between local and foreign traders. In the Govinder 
et al.1 report, it seems rather disingenuous to exclude the Africans from countries other than South Africa when 
calculating student demographic ratios, but to include them when counting publications, especially because at 
certain institutions – such as UKZN, Fort Hare and North-West – publications by black Africans are substantially by 
Africans from countries other than South Africa. In recent presentations, CHET has highlighted the fact that in 2010, 
for the first time in history, there were more black African than white doctoral students enrolled in South African 
higher education.3 Instead of expressions of delight at this emerging trend, one usually hears the murmured lament 
that ‘The majority are foreigners’. We seem to be reaching a rather indefensible position in which we count black 
Africans who are not from South Africa only when it suits us! 

I leave further comment on the statistical and the demographic methodologies of the Equity Index to other 
contributors to this issue of the South African Journal of Science, and focus in the rest of this response on the 
educational and political implications. 

In terms of the nature of higher education, there appears to be a fundamental flaw in the Equity Index assumption 
that the university should be a mirror of national demographics. The university is a specific institution in society 
that is supposed to lead rather than reflect society. A forthcoming book by Castells and Himanen6, in discussing 
Amartya Sen’s Development as Freedom (1999) and John Rawls’ A Theory of Justice (1971), highlights the 
argument that, while all citizens are equal before the law and are all entitled to dignity, this is not the case in terms 
of capability, particularly if capability is understood as performance rather than potential. 
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In almost all countries, educational performance – capability – is skewed 
because of historical contestations and struggles, with socio-economic 
class showing as a worldwide distorter of representivity. In the long term, 
it is part of the South African universities’ developmental role to play a 
part in redressing these distortions, within the broader context of debate 
and policies on affirmative action. Nonetheless, it is generally accepted 
that this is a long-term and secondary task. The first task of universities 
is to enrol and educate the most educationally capable – those with the 
highest educational attainment – in order to contribute to development. 
The first question that must be asked is thus whether the universities are 
reflecting educational attainment.

In their conclusions, Govinder et al.1 ask whether the reasons behind 
the slow progress in transformation of higher education are passive 
resistance, denial, the abuse of autonomy or an abhorrence of 
accountability. The assumption that the lack of transformation is simply 
the result of a bad attitude is a common South African form of accusatory 
politics. This kind of thinking assumes that there is a university-ready 
pool of applicants reflective of racial demographics and that they are 
not admitted to top-performing institutions because of prejudice and a 
bad attitude. In reality, in certain areas such as doctoral enrolments, 
overall enrolments grew by 149% between 1996 and 2011; however, 
the enrolment of black African students exploded over this same period 
by 795%.4 This growth is not slow change: no other country in the 
world has been identified to have had such a dramatic change in equity. 
There is also ample evidence, such as that provided by Wickham7, that 
the system is already admitting candidates who are not educationally 
prepared for university study. And, while the whole university system 
must accept blame and take more responsibility for poor school 
performance, also implicated in this failure are the national education 
system and the government.

Another assumption underpinning the arguments of the authors is that 
the slow progress is as a result of a lack of institutional compliance. Not 
once is the question raised as to the role of the national Department of 
Higher Education and Training and its contribution to the problem. 

As research director for the National Commission on Higher Education 
(NCHE) over the period 1994–1996, I was part of the ongoing 
equity-development debates, both within the Commission, and 
between the Commission and the then Department of Education. It is 
widely accepted that the NCHE was essentially an equity commission; 
development, knowledge production and differentiation were raised but 
did not feature in the final report.8 

Furthermore, although equity was dominant in the report, there was no 
unanimity about how to redress it. One redress suggestion was to award 
a disadvantage subsidy from the government block grant for each black 
student enrolled. This process would serve as an incentive for historically 
advantaged universities to enrol more black students and offset 
some lost tuition fees. Furthermore, for the historically disadvantaged 
universities whose enrolments were almost 100% black, a disadvantage 
subsidy would have been a redress bonus. The group supporting this 
recommendation in the NCHE even made financial projections based on 
different scenarios; and it seemed a simple-to-implement and affordable 
redress mechanism. However, another group, led by the historically black 
university vice-chancellors in the NCHE, wanted institutional – rather 
than individual – redress. The incentive group abandoned their proposal 
when it became clear that the Department of Education leadership, 
headed by a minister who was also a former historically black university 
vice-chancellor, was also not supporting their position. Of course, the 
Education Minister never expected that the Ministry of Finance would 
turn a deaf ear to the institutional redress pleas. Apparently Treasury 
rejected the institutional redress proposals owing to, amongst others, 
a combination of the 1996 currency crisis9 and a lack of confidence in 
the institutional absorptive capacity of the historically black universities. 

The second redress argument was that of the massification of the 
post-secondary system. The NCHE was heavily influenced by Peter 
Scott’s book, The Meanings of Massification10, which appeared in 1995, 
soon after the NCHE began operating. Scott asserted that in the evolving 
knowledge society, massification of higher education was inevitable and 

was already happening in most advanced countries. Even the United 
Kingdom, with its elitist system, had by then taken a decision to massify: 
it increased participation from under 15% in the late 1980s to over 40% 
in 2002, simultaneously reducing the cost per student.11 

In essence, a massified and differentiated system requires a dramatic 
increase in higher education participation, while also accommodating 
top-end research universities. The knowledge economy/society needs 
much larger numbers of post-school educated citizens, both for skills 
and for democratic citizenship. Differentiated massification was thus the 
possible resolution to the contradiction between equity and development. 

The NCHE accepted the massification argument; however, in a rereading 
of the 1996 report8, it is clear that it could have done a much better job of 
explaining and promoting it. If truth be told, the Commission itself was not 
that clear about how it should be done and what the implications could 
be. And, of course, with the strong presence of the vice-chancellors of 
the historically black universities, differentiation was a taboo topic.

Massification was rejected by both the Ministries of Finance and 
Education. It is disappointing that neither the Hegelian liberals nor 
the Marxist revolutionaries could grasp the dialectic. The 1997 White 
Paper instead proposed planned growth – a decision which had 
serious, unanticipated consequences. The first consequence was that 
the higher education system in South Africa remained elite. Overall 
gross participation increased from around 14% in 1996 to only 19% in 
2011.12-15 While this figure puts South Africa third in sub-Saharan Africa 
(behind Mauritius and Botswana), only South Africa and India are under 
20% amongst the BRICS countries.16 Countries in the World Economic 
Forum innovation (knowledge) economies are now almost all at over 
60% post-secondary participation rates and many, like South Korea, are 
at over 80%.16

The one consequence of a low overall participation rate is that, even if 
the proportion of overall enrolments grows, the participation rate does 
not necessarily increase significantly. Figure 1 shows that for black 
Africans, head count enrolments increased from 53% in 1996 to 69% 
in 2011, while the participation rate only increased from 9% to 16%.12-15 
In contrast, for whites, the enrolment percentage declined from 34% to 
19% but the participation rate only dropped from 57% to 56%.12-15 
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Figure 1: Gross enrolment rates in higher education for black African and 
white students, in 1996 and 2011.

When looking at participation rates, it is important to take changes in 
population growth into consideration. The white population in the 20- 
to 24-year age cohort declined from 349 102 in 1996 to 316 262 
in 201112-15 – a 10% decline (Table 1). In contrast, the black African 
population in this age cohort increased by 912 44412-15 or 29% (Table 1). 
To increase the participation rate of black Africans to be at the same 
level as that of the white population (56%) in 201112-15, an additional 
1.63 million black African students would have needed to be enrolled 
in 2011. This means that the system would have needed 2.8 times 
its current capacity. With the current size of the South African higher 
education system, even if all the students were black, their participation 
rate would be only 23%! 
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The real indicator of equality is participation rate and not percentage of 
enrolments. As a result, having a significant improvement in percentage 
of enrolment does not reflect a major improvement in equality. The 
damning Council on Higher Education report shows that more than half 
of all first-year entrants never graduate, which means that for greater 
equality it is not only the actual numbers who enrol, but also the success 
rate that needs to be considered.17

The Govinder et al.1 formula uses a version of participation rate. However, 
in my view, it is used incorrectly as it is only applied at an institutional 
level. An improvement in participation rate (equality) is both a system 
and an institutional issue, and will not be corrected by identifying a few 
individual, institutional scapegoats.

The most disastrous unintended consequence of planned growth was 
revealed in a 2009 CHET18 report which showed that, in 2007, there 
were 2.7 million young people in the 18–24-year-old cohort who were 
not in employment, education or training. By 2011, this figure had grown 
to around 3 million or about 40% of the cohort, and there are more than 
three times more young people not in employment, education or training 
than the 950 000 students in the public and private universities.12-15

The leader article in the South African Journal of Science May/June 
2013 issue,19 addressing the problem of Generation Jobless, concludes:

Here, then, is the timeline: In 2009, CHET 
reported that 2.7 million young people between 
the ages of 18 and 24 were NEETs. The 
immensity of the problem was covered in the 
local and international press (including the New 
York Times). In 2011, the number of NEETs had 
grown to 3.2 million, by which time work was in 
progress on what was hoped would turn out to 
be a relevant Green Paper. Now, 4 years after the 
problem was identified and made public, nothing 
practical has been done by the Department of 
Higher Education and Training to implement 
current solutions. The numbers of NEETs continue 
to grow and there is nothing available to address 
the present problem. The solution proposed for 
the future will take, at best, many more months 
to finalise and a good number of years, and large 
sums of state funds, to implement. So many years 
wasted; so many opportunities wasted. Time 
for the Ministry to focus more earnestly on the 
well-being of young people and the economy. 

The above quotation demonstrates fairly dramatically that the more 
serious problem is systemic rather than individual institutional change. 
Furthermore, the Department of Education – despite all its rhetorical or 
‘symbolic’ policy20 – has yet to implement a policy plan to incentivise or 

sanction the enrolment of black students in South African universities. 
In overall figures, the rather remarkable increase in the enrolments of 
black African students was achieved through individual institutional 
strategies, aided by the first recommendation of the NCHE to establish 
a national student financial aid scheme, along with the substantial 
expansion of the scheme by the Department of Higher Education and 
Training and the inclusion of further education and training colleges in 
the funding scheme. 

In a significant departure from previous Department of Education 
polices, the National Planning Commission background paper21 and the 
subsequent National Development Plan 203022 came out categorically 
in favour of South Africa joining the knowledge economy through 
massification and differentiation. It proposed a dramatic increase in 
post-secondary school enrolments, mainly in the further education and 
training college sectors. The National Development Plan22 envisages a 
30% participation rate for universities by 2030, with enrolments at around 
1.62 million by that time. It recommends a participation rate of 25% 
in further education and training colleges, which would accommodate 
about 1.25 million enrolments compared to the current 300 000.

The task is thus to build a new post-secondary differentiated higher 
education system with built-in quality checks. This system should 
include a mix of research-led universities, universities that are mainly 
undergraduate teaching institutions, a further education and training 
college sector that is mainly post-matric and vocationally orientated, and 
a private sector that is market driven. 

It is the development of a differentiated and massified post-secondary 
system that will dramatically expand participation for the majority and 
provide skills23 for an economy that needs increasingly larger numbers 
of people with post-matric education. The unintended consequence of 
the Equity Index of the Transformation Oversight Committee24 could be 
an over-focus on equity for a privileged elite at precisely the moment that 
the central challenge for higher education is to support development, 
with increased equity, as outlined in the new vision of the National 
Development Plan. 
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Mathematical errors, smoke and mirrors in pursuit 
of an illusion: Comments on Govinder et al. (2013)

The ‘Equity Index’ (EI) as gratuitously labelled by Govinder and Makgoba in a recent paper1 is not an equity index. 
It is actually simply a demographic divergence index (DDI), one of many possible mathematical alternatives which 
warrant the name DDI. The invocation of the word ‘equity’ in the original name is a deliberate but implicit claim of 
moral and ethical authority for the construct. This claim needs to be tested before the label ‘equity’ is admitted as a 
meaningful description. A thorn by any other name is not a rose, and proximity is not provenance. 

The DDI is a simple case of a long-known mathematical device to attribute numerical distances between pairs 
of points in a multidimensional space (dimension = n). The index is not new in itself. Its mathematical structure 
is well known. However, its applicability to the setting described in the paper of Govinder and Makgoba1 is both 
logically incorrect for the intended purpose and morally dubious. The error is compounded in a second paper by 
Govinder, Zondo and Makgoba2.

This critique addresses the mathematical adequacy of the DDI for its intended purpose. At the heart of the critique is 
the fact that some numbers do not admit arithmetic, essentially because they are only labels (e.g. digits on a motor 
licence plate or in a cell number). Other numbers may admit addition and subtraction under appropriate conditions, 
and perhaps multiplication and division under further conditions. Applying arithmetic where it is not valid will yield 
meaningless numbers as outcomes. 

At its heart, the argument of Govinder and Makgoba1 invokes a single mathematical formula or structure. The 
gravamen of a mathematical formula is the implied source of unquestionable rational authority. Subrational 
application of the formula is then assumed to be objectivity, rather than error. The objectivity is inferred from the 
mathematical replicability of the error across all contexts. This objectivity is then applied to representations of 
South African universities,2 but its wider application to other social institutions and conundrums is extravagantly 
but explicitly envisaged by the authors. 

By a further assumption of a universal reference demographic profile, postulated as an exclusive and complete 
notion of equity, the mathematical structure of the DDI is invoked in the first paper to make value judgements about 
the states of institutions. In the second paper the extreme simplicity of single criterion decision-making is explicitly 
advocated, and the notion of institutional punishment for demographic divergence is sketched as means of steering 
social policy outcomes. The whole artifice is then predicated as a model for general application, in all nations, and 
described as an unprecedented first mathematical engagement with inequity. 

What is not explicitly stated is the intended range of institutional types to which this conceptual device is to be 
applied in South Africa or elsewhere. There are hints from the authors which might suggest applicability to the staff 
and the beneficiaries and the services of schools, hospitals, welfare institutions, businesses and perhaps also 
government departments and non-profit organisations. However, the imperative of the authors, namely conformity 
with their sublimely narrow notion of equity, is the core rationale for the apparent innovation. Their particular 
urgency is exasperation with some universities with larger DDI values than their counterparts. On this basis these 
universities are perceived and asserted as intransigent on the issue of transformation.

The danger of erroneous thinking rooted in a putative exclusive concern for moral purpose and social accountability 
is that any underlying logical or mathematical errors are too easily excused by the imputation of vested interest and 
mala fides to those who contest the dubious mathematics. Contrary voices can easily be caricatured as at least 
impervious or at worst opposed to the claimed moral purpose. Indeed, one of the hypotheses offered by the authors 
is that several universities (other than their own university – the University of KwaZulu-Natal, UKZN) are currently 
impervious to equity objectives.

There is a need therefore to clarify upfront that there are indisputably terrible and consequential residues of the 
apartheid past and all its evil consequences, in every aspect of South African society. Some of this residue of 
persistent inequality and suffering is in part a consequence of preserved privilege, unjust advantage, obdurate 
structural inequalities, culpable indifference, wilful ignorance, lack of compassion, hypocrisy, greed and plain 
incompetence. Some suffering has more recent origins of a similar kind. Inescapably, suffering in South Africa has 
a racial and gendered face.

Universities cannot and should not be immune from the probing and critique that exposes the current extent and 
the likely progress of their own transformation within the society. Holding universities to account for their internal 
structures and their external impacts is both a legitimate and necessary act of citizenship. But social phenomena 
and processes are inherently more complex in their causal and contextual relationships than their counterparts 
in the natural and physical sciences, precisely because of the inherent agency of every human participant and 
stakeholder. We cannot afford pseudoscience posturing itself as relevance and objectivity in social science 
domains, by virtue of a single mathematical device and the numbers which a formula generates.

The resort to the achievement of measurement for evidence in the physical sciences has great power, but is 
limited in extent to the particular contexts in which measurement is possible. Nonetheless measurement is an 
engine of technological progress, within the simplicities and regularities that order our experience of the physical 
world. Measurement is a worthy pursuit and a magnificent achievement. This achievement arises from three 
key elements. Firstly, the definition of a replicable unit of extent of a characteristic common to many objects in 
every salient context must be clarified and exhibited. Secondly, a replicable mechanism has to be discovered or 
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constructed, by which the extent of the characteristic can be compared 
with the chosen unit, and elicit a ratio outcome that is reliable to some 
explicitly chosen degree of accuracy, in specified contexts. Thirdly, 
the concatenation of the extent of objects should elicit ratios that are 
consistent with the properties of arithmetic, to the same degree of 
accuracy. Thus, to borrow a term favoured by Govinder et al, we may 
assert there is no cheap or mahala measurement of any characteristic, 
least of all from mere invoking of a formula.

In the human sciences there is no analogue of scientific measurement. 
There may be stochastic rather than deterministic analogues of 
measurement instruments, but such instruments are fiendishly difficult 
to develop or achieve or validate or verify. 

Measurement instruments in the natural sciences have to be accurate 
and reliable under environmental conditions. In the human sciences 
the instruments have to transcend the observer, the observed, their 
complex interactions and the entire set of all relevant milieux. Before any 
quantitative approach is ventured in these humanities domains, a sound 
and plausible qualitative conceptual and methodological framework of 
understanding has to be postulated and critically examined. 

In the realm of human sciences, we are not simply concerned with 
natural phenomena, which would be difficult enough. We have also 
to deal with perception, motive, choice, belief, conscience, mutuality 
and relations of power, agency and efficacy. Thus any proposal for a 
mathematical panacea in the social sciences should properly evoke 
deep and vigorous scepticism, and robust debate. We have an obligation 
to dignify postulated nonsense by rigorously exploring its implicit and 
explicit foundations, so as to expose its seductive weaknesses for what 
they are.

The mere assignation of a number by a conceptual or arithmetic device, 
even if such a formula is centuries old, does not of itself offer any 
objectivity, coherence or relevance. Further, the structure and pertinence 
of any rule for assigning numbers is open to scrutiny. 

Especially in this matter of equity, we have to contest the hidden 
assumptions imposed on the method and context of enquiry, when the 
root sum of squared differences (RSSD) is engineered and purported 
as a final arbiter of the state and fate of universities. This caveat will 
also apply to any rankings derived from flawed numbers (with or without 
decimals) within any sphere of application. 

When there is clarity about what the notion of number can and cannot 
offer in this debate, we still have to contend with contrasting appearances, 
compositions and outputs of institutions. There we will have to address 
the cry of the poor and yearnings of those who may be victims of our 
own ongoing privileges of every kind in all walks of life.

Mathematical considerations
In mathematics a multidimensional space of interest may often involve 
dimensions for comparable measurements in a single common 
measurement unit for each dimension, such as length, breadth and 
height (e.g. in metres), of points in three-dimensional space. The 
distance measure is in the same units (metres). There are several 
other natural mathematical distances between pairs of points (with 
coordinates all in the same units). These various distances would all be 
admissible as alternatives to the specific RSSD. The distance measures 
all have different utilities.

Extensions of mathematical distance measures are well known 
throughout science. These measures have origins deeply embedded in 
the history of science. One variety involves giving different weightings 
rather than equal weightings to the separate dimensions of the space. 
The measures are all applicable in contexts where each dimension is 
essentially unconstrained, so that technically infinite differences and 
distances may arise, but need not. 

Every such mathematical measure would be usable as a plausible 
distance measure for any context involving units of the same kind on 
every dimension. However, a declared common specific measurement 

unit would be required on each dimension, before distance is 
meaningfully invoked in that unit.

The so-called EI (hereafter just DDI) offered in the paper is different from 
the mathematical distances, although it borrows one of the formulae. The 
DDI discards any dimensions of infinite extent. It discards continuous 
measurement and is simply a function of counts, not measurements. 
These properties are not necessarily faults but mathematical limitations, 
which render measurement impossible.

Although measurements invariably involve decimal fractions as 
muItiples of a defined physical unit, the mere appearance of decimals in 
numbers does not constitute evidence that measurement has occurred. 
It is seductive, but misleading, to impute the authority of scientific 
measurements to numbers derived from pure counts, just because 
the counts have proportional or percentage forms which include 
decimal components. 

The DDI involves subcounts of some finite countable number of persons, 
in precisely n defined categories. After defining the n categories and all 
the associated subcounts, all inferences are drawn upon the basis that 
every person within any nominated category is fully described by that 
category. For all intents and purposes related to the counts, the persons 
within a category are equivalent and mutually exchangeable. This fact is 
a consequence of the act of reducing the persons to objects in categories 
that are subject to particular counting arrangements. Any act of counting 
is not inherently wrong, but that very act has limiting consequences. The 
issues of exchangeability and equivalence of persons within a count will 
be discussed further later.

The DDI involves the category counts but first reduces them to 
proportions (summing to 1.00) or percentages (summing to 100.00) with 
some minor rounding of decimals. The purpose of using only unit-free 
proportions or percentages is to introduce a constructed comparability 
between category counts from several distinct sources (e.g. 23 separate 
universities). This construction that assumes the total sizes of the 
sources has no relevance for the nature of the intended comparisons. 

Next, each institution is located in an n-dimensional space. The number 
of relevant dimensions (n) may vary, depending upon the choice by 
the observer about the number of categories to be used as a means 
of partitioning the observations. For the authors of the DDI paper, this 
dimension has been reserved to be n=2 (gender), n=4 (race) or n=8 
(gender within race), by an appeal to the authority of their particular 
interpretation of the South African constitution. Other additional 
categories would be admissible, such as age, location, competences, 
experience and qualifications, but are deliberately excluded. 

Each institution is then allocated n coordinate values that reflect its profile 
of category counts. The sum of the values within location coordinates 
must be 1.00 for proportions, or 100% for percentages, whatever the 
choice of n. 

Thus it might be coherent, but not necessarily useful, to record 
pseudodistances between profiles using the underlying RSSD, as in 
the DDI. But no inference about the pseudodistances in any hyperspace 
carries through into any reduced or extended set of dimensions. 

The DDI by construction seeks to operate only on a surface, called the 
simplex plane of non-negative numbers summing to 1.00, in a particular 
n-dimensional space. These spaces are nested within one another in 
the same way that many two-dimensional surfaces are nested within 
our familiar three-dimensional space. Thus, these DDI measures are not 
comparable across distinct values of n, but possibly only within a fixed 
value of n. The authors of the DDI paper have apparently acknowledged 
that fact, but ignored its consequences.

The geometry of these simplex hyperspaces is peculiar, or at least 
unfamiliar in our usual ways of thinking. Firstly, these hyperspaces of 
dimension n have all possible subspaces of dimension m nested within 
them, providing m < n. 

Each n-dimensional hyperspace has a central point whose n coordinate 
values are all equal, namely n-1=1/n. This central point has a common 
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pseudodistance, RSSD=sqrt[(n-1)/n], from each of the extremal points 
in its hyperspace. For n=3, this hyperspace would have the appearance 
of an equilateral triangle, joining points at (1; 0; 0), (0; 1; 0), and 
(0; 0; 1). The central point is at pseudodistance sqrt(2/3) = 0.816497 
from the extremal points.

All pairs of extremal points have a common pseudodistance 
RSSD=sqrt(2)=1.414214 between them. This extremal pseudodistance 
applies unchanged across all n-dimensional spaces. No pair of points in 
any n-dimensional simplex hyperspace can be further apart in RSSD 
than the common RSSD between all extremal points. This notion of 
maximal RSSD is discussed again later.

The DDI notion involves the assumption that a single specifiable point on 
the hyperplane has both a mathematically and a contextually significant 
position. It is legitimate to nominate a reference point mathematically, but 
the intended meaningfulness of the reference point must be argued from 
beyond mathematics (e.g. arguments from equity or other criteria), along 
with the meaningfulness of the number of dimensions. Choices of n and 
of reference points are contestable. In particular, national demographics 
may be too narrow a set of n categories to address the complexity of 
any issue in question.

The notion of RSSD pseudodistance is not a notion of inequity unless 
some reference point is hypothesised on the simplex hyperplane. That 
reference point is, by assumption, an ideal point that is relevant in and 
of itself, but also completely adequate for a purpose at hand. Hence the 
reference point can only be ideal in the particular n-dimensional space if 
no other space of smaller or larger dimension is deemed to matter at all. 

This limitation implies that any use of the DDI in n dimensions necessarily 
discards the intrusion of any other source of information of any kind 
about the persons involved. The notion of equity is reduced in this context 
to a notion of deliberate and sustained ignorance about all other possible 
contributions to the choice of a reference other than those embodied 
in the chosen reference point. Rather than being a strength of the DDI 
method, as viewed by the authors’ agenda, this feature constitutes a 
severe fragility for the DDI in all applications, including their applications.

In the applications cited by the first paper, we would have to infer that 
only the race and gender issues mattered as selection outcomes at 
each level of application, e.g. the senior administrative level at UKZN 
or Rhodes University. Moreover, the reference point is next subjectively 
defined as a fixed set of national demographic proportions. The DDI 
calculates a pseudodistance from that reference. 

At the moment of definition of the reference, the profile (of any 
university) does not correspond to the ideal. Thus one is faced with 
a choice, either to discard the current cohort of leadership in senior 
positions and immediately replace them by new selections, or to permit 
passage over time towards the reference point, through controlled 
demographic selection. 

The RSSD pseudodistance might be useful if our process for selecting 
these incoming university administrators was to randomly select such 
new appointments from a suitable pool. The preferred pool of the 
authors must be constituted precisely and only by the reference race 
and gender proportions, with no regard to any other characteristic that 
might be specific to the human resource requirements of an incumbent, 
in a prospective senior administrative appointee. The function of the 
reference point is to penalise all other considerations for appointment.

The DDI might then serve as an indicator of the randomness of the 
process of selection, if randomness from the desired demographic 
profile was the only criterion required. Any leeway to select on criteria 
other than demographics alone will necessarily permit, and even perhaps 
require, deviations from the defined target.

The same objective of randomness of selection can again be assured 
by the use of the DDI reference point at every level of aggregation 
(academic staff, technical staff, service staff, students, etc.). Use of 
randomness as the single selection criterion for new appointments from 
a pool of candidates already satisfying the reference profile will generate, 
over time, a series of appointments which will eventually satisfy the 

same intended profile of incumbents, at every level of aggregation. If one 
exchanges the incumbents often enough, then random selection from 
the reference pool will steadily approximate the chosen reference profile.

In the sense that all selections from the pool will be random, the process 
and its replications will be fair (free of any selection bias). The utility 
of these selections would still require demonstration. The question may 
arise as to whether or not the use of any national demographic profile 
can be legitimately characterised as random selection. The legitimacy of 
this description is motivated later.

The RSSD pseudodistance might conceivably be adopted as a confirmatory 
criterion of the appointments processes over the period, beginning from 
the first moment when randomness of selection from the idealised pool 
is deemed appropriate. UKZN would conceivably congratulate itself on 
this assured journey to achievement of a reference point by the innovative 
device of iteratively ignorant blind choice from the entire population.

The utility of the reference point is moot for another reason. Unless 
the idealised point is rendered mathematically tractable, by rounding 
conventions, all configurations in all positions will be short of the 
reference (they will be at some pseudodistance, even in the putatively 
salient UKZN environment). The authors adopt a notion of tolerance to 
address this issue.

It is quite another matter whether such a pseudodistance from 
randomness is ever meaningful on instantaneous states (e.g. current 
occupants of the positions) rather than only on the process changes 
(e.g. new appointments) at each specific level. The authors have noted 
this limitation.

What the provision of a formula hides is the misconception that counts 
can be handled mathematically as if they are interchangeable with 
measures. The fact that we may count people does not make them 
equivalent and exchangeable. A principal, a registrar and a dean will 
count as three people in leadership positions, but we do not believe we 
can switch them arbitrarily, not even at UKZN. A person is not a unit 
of measurement. On the other hand, the metre in terms of which we 
measure height is equivalent to the metre by which we measure length. 
The fact that proportions and percentages can be written to some degree 
of accuracy as decimal numbers does not make either the proportions or 
percentages measurements.

If one wishes to ascertain how much the actual count profile of changes 
at staff selection differs from a desired set of random probabilities, then 
a formal randomisation test can be invoked. An approximate but correct 
method for checking compliance with the idealised profile is a chi-square 
goodness of fit test. This test is available in first-year texts and is easily 
calculated using software such as Microsoft Excel. 

As in all statistical analysis and evidence collection, the use of any 
formula, such as chi-square, may elicit a signal from data. The signal 
indicates that at least one of the underlying assumptions we have 
made does not fit with the message from the data. The subject domain 
expert then has to take a view on whether or not the discernible signal 
constitutes evidence of some consequential violations of assumptions, 
possibly followed by decisions and actions. No statistic can replace the 
role of the thinking scientist in either the natural or human sciences.

The paper of Govinder and Makgoba1 in the South African Journal 
of Science is remarkable. It will in time become a frequently cited 
paper. The citations will not be to celebrate its elegance, simplicity or 
profundity – it has none of these characteristics to warrant citation. 
Instead it will gradually become cited for its errors and less scholarly 
characteristics. One such infelicity is its implicit argument for 
randomness as the principal criterion to distinguish one candidate from 
another, as the long-term strategy of a university to reach and maintain 
an ill-conceived idealised profile. 

The issues of equity and redress are too important to be trivialised by 
allowing ourselves to be intimidated by the sequestered word ‘equity’ 
and the torrid outcomes of mathematical orchestration.
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Confusion thrice confounded
In a follow-up paper, Govinder et al.2 claim to extend the original DDI 
apparatus into ‘an important policy tool in steering the system towards a 
notion of transformation that connects, rather than disconnects, equity, 
development and differentiation’. They further aver ‘The index may also 
become a useful universal measurement of equity in higher education 
(and other) systems globally.’

In support of this set of claims, they report 10 sets of applications of the 
formula to 23 universities in South Africa. These 10 sets cover seven 
employment categories, enrolment, graduation and a new indicator – 
their equity-weighted research output. These 10 sets of 23 indices give 
rise to 10 rankings in their analysis. 

They proceed to consider arithmetic on some of these indices using 
subtraction and ratios (reported as percentages). They claim to explore 
relationships between equity and quality by the device of partitioned 
scatter plots involving DDI values and publication counts.

What appears to be unstated is that the entire set of 10 analyses 
reported are based upon four race categories alone, although there is 
bracketed comment: (ignoring gender imbalances). The consequence 
of this offhand remark is that the entire analysis appears to take n=4 
rather than the claimed constitutional imperatives of race and gender, 
with n = 8. All the analyses appear to be implicitly referenced to Table 2 
in the paper.

The effect of choosing as small an n as 4 is likely to be a very much 
exaggerated range of plausible DDI values than might be the case for 
n=8 or larger. Given the deep concern about equity that presumably 
motivates the paper, the analyses with gender included may well have 
been conducted, but are not reported. The applications for n=8 may give 
rise to an artefact: reduced DDIs in regions close to reference points. 

Clarity on this matter of the reportage was sought by a request for the 
data and spreadsheet calculations on which the reported analyses were 
based. The advice received from the authors was to consult the sources 
specified in the references for the necessary data. Further, through the 
editor, a clarification was received: ‘As far as our personal spreadsheets 
are concerned, we do not believe that it is appropriate to release them as 
this was obtained as a result of considerable work on our part.’ 

Such a position in a matter as consequential as this debate has severe 
ethical and scientific weaknesses. It is also open to several unfortunate 
interpretations. The reader is denied the opportunity to assess the data 
and the claimed calculations. Such an attitude contrasts with values of 
openness and transparency, and of the replicability of allegedly scientific 
methods and processes.

The StatsSA source of data reported in the references gives only the 
aggregate percentages for race (n=4), as determined by the 2011 census. 
The census outcomes have been announced and publicly contested. 
The 10% sample from the census has yet to be released, despite the 
controversy about the post-enumeration survey allegedly being resolved 
by a disciplinary process that has not yet been heard. Nonetheless, we 
may currently regard one part of Table 2 (labelled ‘Overall’) as being 
sufficiently coherent with official figures for an exploration of the DDI.

The authors have indicated that foreign visitors and permanent residents 
in South Africa apparently constituted 0.5% of the census population 
and they and their constitutional rights are ignored in the analyses. This 
approach might be constitutionally awkward, but unwelcome foreigners 
can be mathematically eliminated by a minor upward correction of the 
population percentages.

However, Table 2 and subsequent discussions introduce further errors. 
Briefly, these errors involve the maximal RSSD, problems with acceptable 
RSSD levels, and misunderstanding of the notion of quintiles.

For n=4, and its associated overall population percentages embodied 
in an ideal, a maximally contrasting profile for an institution would 
arise from an only-Indian composition, and yield a DDI value of 126.5 
with minor rounding approximation permitted, using four percentages 
summing to 100. An only-foreigner institution (n=5) has a corresponding 
approximate value of 127.8, using five percentages summing to 100. As 

previously noted, the maximum RSSD between any two extremal (single 
population group) institutions is 141.4 for any value of n. This maximal 
value of around 141.4 for extremal RSSDs contrasts with the repeated 
error in all four columns of Table 2 which report impossible maximal 
values of RSSD for the South African data. 

The erroneous maxima are next partitioned into intervals of common 
width, equal to one-fifth of the reported maximal values. The one-fifth 
segments are further erroneously labelled as quintiles.

The fifths of an interval do not correspond to quintiles of a distribution 
except in one circumstance (uniform density of RSSD values over the 
entire correct permissible range). That necessary circumstance cannot 
possibly apply under the conditions of percentages summing to 100 as 
required here. This emperor has no clothes. 

The language of the paper describes a tolerance of 5% of each target 
value. If we presume this tolerance, we still have to take into account that 
the permitted variations have to balance each other out. Thus 5% of the 
target for each of the three smallest of four racial categories in use, will 
maximally combine to 5% of their 19.3% total, about 1%. This maximal 
combined tolerance then also applies as the maximal tolerance for the 
complementary single largest racial category. 

After adjusting for the eliminated foreigners, this calculation will permit 
a deviation of, at most, about 1% from the 79.2% recorded alongside 
the category Black African. The subsequent RSSD value is 1.20%. 
This number is very different from the reported value 5.3%. An Excel 
spreadsheet is available for the curious.

Other interpretations of the wording used for tolerances were explored. 
None of these gave rise to the tolerance quaintly labelled ‘quintile zero’ 
in Table 2, noted as 5.3%. 

Despite all these difficulties, the paper goes on to claim the utility of 
being able to report both the pseudoquintile, and even changes in 
pseudoquintiles, as evidence of achievement and progress.

A further source of mathematical astonishment is the use of subtraction 
in Table 3. This operation generates the new and allegedly profound 
efficiency DDI by subtraction of graduation DDI from enrolment DDI 
across 23 institutions. The hidden assumption is that the RSSD functions 
behave additively or linearly for any fixed n. This assumption is false. For 
example, two persons both 3 units distant from their destination may be 
anywhere between 0 and 6 units distant from one another.

The same false assertion of additivity is again applied in the construction 
of Figure 2, in which the various DDIs for overall staff and the seven 
staff component categories are aggregated by concatenation, against 
a vertical axis for cumulative DDI values. Indeed, a new mathematical 
faux pas: summing of both the whole and the sum of some of its parts.

The RSSD is not a quantity of measurement in terms of a reliable unit of 
any kind. It is not even a count. The RSSD values cannot therefore be 
claimed to admit a valid arithmetic of addition or subtraction. They also 
do not admit ratio comparisons within or across institutions. 

It is correct to treat RSSD as an ordinal feature, and hence we can admit 
rankings as offered extensively in the paper. We would be able to infer 
that on some rankings one university has a higher RSSD than another, 
but we would have difficulty in explaining what such difference in ranking 
meant per se for any decision-making. Further criteria from beyond 
mathematics would have to be argued and debated, and their fitness for 
purpose examined.

There is a lurking hint that RSSD values should be tracked over time, 
and that universities should be able to exhibit trajectories towards lower 
values. Again, we can make such comparative judgements over time 
within single institutions, on the basis of ordinality, but the judgements do 
not have the power to inform decision-making, except as self fulfilments.

Some final paragraphs of Govinder et al. impute intransigence in 
the higher education sector on the grounds that after some 23 years 
since the visible fall of apartheid, the universities have not yet reached 
adequate national profiles for these authors. A litany of allegations 
is neatly composed: passive resistance, denial of failure, abuse of 
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autonomy, abhorrence of accountability, failure of government to steer 
or monitor, the state cowed by the privileged and impervious to the voice 
of the disadvantaged, conservatism. 

All these allegations are worthy of debate, but it is a form of intellectual 
bullying to hide behind a mathematical formula as the justification for 
unspecified ‘extraordinary measures’. The intended punitive actions 
assume that all playing fields prior to the imposition of the reference 
profile are level, and that the location of the problem of inequity lies 
singly and only in the universities themselves. 

The imperative to adopt national reference profiles does not ameliorate 
in any way the profile of school-leavers apparently eligible for university 
entrance and technically capable of graduation. The rationale for urgent 
measures purports that the obstacles to better profiles are solely the 
fault of universities, and that no other constraints or preconditions or 
simultaneous imperatives apply. 

The RSSD does not address the notions of real distance from home 
to institution, of term-time accommodation, of local travel costs and 
constraints, of access to books and technology, of adequate preparation, 
of emotional support, of scholarships, or of differential living costs 
across rural and urban settings. 

In respect of prospective employees, the RSSD does not take into 
account the composition of pools of available candidates; the effects 
of competing positions in commerce, business and industry; or 
varying forms of family responsibility and cultural preferences of the 
candidates themselves.

These issues too are worthy of debate. It is not possible by mere fiat 
for universities to set aright the suffering of this society, by admission, 
graduation, research and employment profiles that match a national 
reference profile. Indeed, it has not been possible for democratic 
government in South Africa to achieve corresponding laudable goals 
in housing, education, nutrition, health, transport and employment in 
20 years. It is legitimate to argue that some of the outcomes reflect 
difficult initial conditions rather than dereliction, fault or animosity 
within universities.

All societal change is contextual and inherently unpredictable. What is 
necessary is debate about mechanisms that work and the necessary 
conditions for their success. In such debates we may hold all role players 
mutually accountable for processes that eliminate or moderate suffering 
and injustice. It is a dubious principle to rule out regional objectives 
on the grounds that they reflect imbalances and injustices of the past. 
Contextualisation is not ipso facto a reneging on justice. 

If we may not contextualise and if only DDI conformity matters, we can 
only comply by ensuring no criteria other than the national demographics 
alone, intrude into our decisions. There is only one way of verifying that 
conformity, by being able to demonstrate that only random selection 
from the national profile (and nothing else) is exercised at the level of 
every decision-making concerning individuals at universities. We require 
demonstrable random selection from the reference race and gender 
groups for admission, selection, passing, graduation, employment 
and promotion. 

This argument is not a trite parody of the arguments of the DDI authors; 
it is unfortunately the essence of their position. It is also the basis upon 
which they diagnose culpable indifference, or worse, at the universities.

The issues of equity, development and democracy need robust 
engagement. They require open minds and open hearts. The DDI should 
be left in the Euclidean cupboard. There are too many flaws to warrant 
prolonged discussion. Let us rather debate the injustices and the needs 
authentically, and clarify the nature of processes and resourcing which 
will have some chance of offering a better future for all. 

The great flaw in the DDI as a stand-alone methodology is that it permits 
only a partial view of outcomes of complex processes. The method 
focuses upon one set of outputs – demographics – but ignores all 
inputs and all process characteristics that precede and lead to those 
limited outcomes. 

Such an approach cannot claim equity as a hallmark of its achievement. 
Yet the approach of these authors also predicates a whole white box 
of cause-and-effect relations dominated entirely by the leadership 
of institutions, as if no other role players exercised either effect 
or judgement. 

Dancing with other divergence demons
In the latter segment of the second paper, the authors seek to expose 
recourse to quality (and extent) of scholarly output as an apparent 
disguise for intransigence, often invoked in their view by several target 
universities. The methods of the paper seek to correct for advantageous 
effects arising through retaining privileged DDI profiles, within various 
aggregate and per capita indices of research output. Partitioned scatter 
plots contrast the locations of the universities.

Scatter plots and their partitions may be meaningful as depictors of 
relationships between characteristics but only to the extent that the 
underlying coordinate systems are meaningful. Even then the plots have 
an inherent limitation. When we reduce, say 23 universities, to only the 
two characteristics in use within the scatter plot, all emerging graphical 
insights are filtered through the AOTBE (all other things being equal) lens.

In science, especially in human sciences, we have to take into account 
the distortions of this lens. We seldom mean that all other factors 
have been eliminated or effectively controlled by suitable balancing for 
equivalences. We usually mean that all other factors are ignored because 
the task of observing them and taking them into account is too difficult or 
too costly in time or money, or perhaps impossible. 

Our lens and inferences must in almost every case be modified from 
AOTBE to AAOTBEU (almost all other things being equally unknown). 
This term describes a qualitatively different set of conditions, and alerts 
us to the practice that distinguishes scholarship from slippery reasoning 
and sleight of hand. That practice is to declare explicitly any ignorance or 
unknowability or limitations.

In the scatter plots (Figures 3 and 4) of the second paper, no such 
caveat is offered. All 23 points for 2011 data are plotted in each case. 
The choices to partition the scatter plots are admissible, but both the 
relevance and the adequacy of two sets of four groupings are open to 
challenges based upon other information.

We note that the weighted research output is a counting device. This 
count aggregates all papers published and all degrees awarded. The count 
does so in a manner that notes the existence but does not distinguish 
between any levels of quality of the publications and theses. All these 
elements are regarded as interchangeable in their weight classes. 

The weighted count numbers are a bureaucrat’s attempt to quantify 
scholarship, and remain subjects of debate, even as they are also 
sources of funding. These numbers appear in column 2 of Table 6.

Again a false assumption of admissible arithmetic is imposed on these 
numbers. The DDI overall numbers of column 2 in Table 5 are divided 
into the bureaucrat counts of Table 6. The results enter Table 6 at column 
8, labelled ‘equity-weighted research output’.

The inadmissibility of these various arithmetics is papered over implicitly 
by the loose use of the word index. What valid and honest scholarship 
requires is a contestation around the observable phenomena, not 
mathematical smokescreens.

Several grave dangers of the DDI as methodology have now been 
made further apparent in a press release from UKZN.3 Reported 
recommendations, apparently accepted and approved already by a 
Ministerial Transformation Oversight Committee, chaired by one of the 
authors, are drawn from the second paper. These elements include 
‘realistic targets for high-level knowledge production linked to equity’, 
in respect of which Table 6 column 8 of the second paper conveniently 
asserts UKZN in the first rank. 

The press report also makes various claims for time periods to 
attainment of demographic profiles by named institutions. Their source 
is allegedly a seminal study report published in the South African Journal 
of Science, for which neither the first nor the second paper provides any 
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formal evidence. Thus we note a new confusion has been introduced 
into public life.

This confusion is an assertion that rigorous estimation of the passage 
of time from some current profiles to the attainment of DDI = 0 can be 
offered. The estimates of the periods specified range from 40 years for 
academic staff to 43 years for overall staff of the institutions generally. 
For particular institutions, the estimated periods include 261 years and 
382 years for Stellenbosch University and the University of Cape Town 
staff numbers, respectively. No estimated standard errors accompany 
these estimates – an interesting omission.

In the latent scatter plots for 23 institutions over time, there will be fewer 
points than 23 in earlier scatter plots. There will be 23 distinct scatter 
plots of two (perhaps more) time points each. Private correspondence 
indicates there are precisely two time points, but ongoing data collection 
is expected to produce DDI values for more retrospective time points. 
Thus we currently have 23 time series analyses, one for each institution, 
based on exactly two observed values and one observed difference 
over time!

Whether the seminal study or the author of the unexpurgated press 
release is responsible for the time series analysis is as yet unclear. But 
a ministerial committee apparently believes in the AOTBE approach 
applied to two consecutive data points. They buy into inferences of 
periods spanning between at least 40 and at most 382 years before the 
required demographic profiles are reached, and without indications of 
imprecision. This type of pervasive foresight can only be matched by the 
prognostications of astrology, but unfortunately not by the application of 
scholarly methods.

The danger is that such perverse conclusions will determine policy, 
predicated on an assumption that scholarship has driven these inferences. 

A further recommendation apparently specifies ‘20% of each institution's 
block grant must be reprioritised to address equity transformation 
[because] there is no cheap or mahala [free] transformation’. 

Conclusions
The various DDI manifestations thus far offered in pursuit of an illusion 
speciously labelled as equity should be rejected outright as invalid and 
misleading in name and content and implied authority. The DDI may be 

more fully debated. However no DDI will yield measurement in a scientific 
sense. Thus, for any specified set of counts (students, staff, etc.) the 
choice of DDI applied may be used as an ordinal variable, and can 
support rankings only. DDI values cannot support arithmetic, either 
within or across indices. 

The contrasts between notions of divergence and notions of equity 
need to be clarified. The debate about equity, including its meaning and 
attainment, has to embrace the reality of suffering and injustice in South 
Africa. This debate may include the universities, but the other institutions 
also warrant attention, preferably of a rational rather than pejorative kind. 
The universities have a dual part in this debate, as objects of enquiry and 
voices of observers. 

Many processes may be required to eliminate injustice and promote 
more rapid access to better life circumstances. Elimination of injustice 
cannot be adjudicated by evidence only from a mere calculation. Both 
the legitimacy and role of any arithmetic have to be firmly clarified. 
Otherwise the invocation of one or more indices becomes a vehicle of 
bureaucratic self-gratification, rather than a series of ordinal indicators, 
each indicative of only one possible objective at a time. 

This position does not exonerate universities from accountability. It 
affirms a collective obligation of an examination of conscience in robust 
debate. However it also claims that true transformation is a matter of the 
heart and an issue of complexity, which warrants authentic scholarship 
rather than fumbling mathematical conjuring.
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Flaws in the approach and application of the Equity 
Index: Comments on Govinder et al. (2013)

Transformation of South African society post-apartheid, which includes higher education institutions (HEIs), is a 
national imperative, but it is a complex process which cannot, and possibly should not, be encapsulated in a single 
index, particularly one as poorly conceived, applied and interpreted as that presented by Govinder, Zondo and 
Makgoba1 (and Govinder and Makgoba2 before that). While these publications and some extreme interpretations of 
the results by the authors at various fora may have the benefit of stimulating debate, there is a very real risk that 
such reductionist monitoring could very well undermine, rather than encourage, the process of transformation.

Although the concept of an ‘Equity Index’ (EI) was initially presented in Scientific Correspondence in this journal by 
Govinder and Mokgoba2, the idea was presented and expanded upon in more detail in the more recently published 
paper by Govinder et al.1, and it is on this paper that most of our comments focus. The expanded paper applies 
the index to determine the extent of the deviation from a benchmark demographic profile of staff and students at 
23 HEIs in South Africa in 2011. Apart from ranking the institutions on various components of staff and students, 
they also compute what they refer to as an ‘equity-weighted research index’ which purportedly adjusts research 
output for equity. In terms of instructional/research professional (IRP, i.e. ‘academic’) staff, which was the major 
focus of their paper, they found that although no institution had a satisfactory EI, by splitting the ranges of the EIs 
and of output per capita of the HEIs into two halves, only two institutions – the University of Fort Hare (UFH) and the 
University of KwaZulu-Natal (UKZN) – were located in the best quadrant (that represents the lowest EI and highest 
output per capita). In terms of student profiles, they argue that, apart from no university having a satisfactory EI, all 
but three universities had higher (worse) graduation EIs than enrolment EIs, singling out five as showing a ‘dramatic 
worsening’. From these results, the authors draw a number of often extreme and ill-reasoned conclusions.

Unfortunately, apart from the questionable mission of the paper, the authors make a number of algebraic, 
computational and conceptual errors in the implementation and interpretation of their index, which all but negate 
most of the arguments for and from the index. In fact it is quite surprising that a paper with so many flaws was 
deemed good enough to be published.

Algebraic and statistical errors 
The EI proposed by Govinder et al. is based on a simple measure of distance, the root sum of squared differences 
(RSSD), which can be expressed more meaningfully than they do as follows:

∑∑EI = (pij – pij )
2

n m

j=1i=1

b

where pij 
represents the percentage of the institution’s population in population group i = {African; Coloured; Indian; 

White} and sex j = {male; female}, and pij

b  represents the corresponding percentages in the benchmark population.

A detailed critique of the inappropriateness of using percentages or proportions as a measure of distance in an 
RSSD index, including the problem that it treats departures from the benchmark percentage in each category as 
being equivalent, and other criticisms have been offered by Dunne3. We do not intend to cover these criticisms. 
Instead, we confine ourselves to still further problems with the EI as implemented by the authors.

The first problem with the calculation of the EI is that, instead of the formulation above, the authors have calculated 
the EI as

∑ ∑EI = (pi ,. – pi ,. )
2  +        (p.,j – p.,j )

2

4 2

i=1 j=1

r rb b

Despite the authors’ assertion that either method of calculating the index ‘is relevant’1, their approach double counts 
and is not mathematically correct. Correcting for this error has the effect of reducing all the EIs by approximately 
30%. If the primary concern is simply the ranking of the universities (as opposed to drawing any other conclusions) 
the correction does not change those rankings, but it does impact, inter alia, the maximum determined values of 
the EI; the relationship between research output per capita and EI; and the demarcation of the quadrants, and hence 
the conclusions drawn from partitioning the plot area into quadrants.

To compound their computational error, the authors excluded from the benchmark what they assumed were 
‘foreigners’ (an issue dealt with in greater detail below) without re-estimating the percentages so that the 
percentages in the benchmark do not sum to 100%. This approach makes it impossible for the EI to be zero.

More substantive issues arise when the authors apply the derived EIs and attempt to draw inferences and 
implications therefrom. For example, they treat the EIs as additive (they are not) and thus produce what they term 
an ‘equity efficiency index’ to measure change by differencing the indices of enrolled students and graduates; or, 
even more absurdly, they sum the EIs for the various categories of employees (presented in Figure 2 of their paper) 
to compare universities. The absurdity is compounded by the small numbers of staff in several categories – a 
problem of which they are aware, but appear to ignore in this instance. For example, they calculate an EI for the 
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‘crafts and trades’ group across the 23 HEIs, despite there being fewer 
than 20 such staff at 13 of the 23 institutions. The resulting proportional 
distributions by population group and sex are not robust and cannot 
convey any useful insights.

However, the most worrying misuse of the EI by the authors is their 
construction of what they call their ‘equity-weighted research output’ 
(i.e. total research output divided by the staff (or IRP staff) EI). Apart from 
the fact that they do not standardise for the size of the institution (using 
total research output rather than output per capita in the numerator) 
in their measure, the metric is difficult to interpret, and certainly does 
not ‘weight’ for EI. (In passing, it is worth questioning whether it is 
coincidental that using the equity-weighted research output for IRP 
staff ranks UKZN as the top university when controlling for size drops 
it down to eighth.) The difficulty can best be understood by considering 
what will happen to the equity-weighted research output of an institution 
that produces some (even the most modest amount) research as the 
EI approaches the ideal (i.e. zero) – it will tend to infinity. This is clearly 
neither desirable nor sensible.

Measuring transformation: Who is eligible?
If the proposed EI is to be used to track transformation, the data used 
in its construction should be presented according to the requirements 
of South African labour legislation. The Employment Equity Act of 1998 
(amended by regulations promulgated in May 20064) adopts a very 
strict definition of who counts as a member of the ‘designated group’: 
non-South Africans who might otherwise be regarded as ‘designated’ 
are expressly excluded, as are any foreigners who became naturalised 
South African citizens after 1994. 

The Act’s definition of the designated group thus goes far beyond a simple 
test of citizenship, and the vast majority of foreign-born South African 
citizens who obtained South African citizenship after 1994 are excluded 
from the designated group. The proportional distributions used in the 
calculation of the EI should be determined by the ten categories identified 
in the Act, but neither the 2011 census data nor the Higher Education 
Management Information System (HEMIS) database on staff employed 
at South African HEIs permit the appropriate analysis of the data in this 
form. It is therefore not possible for the EI to be calculated from the 
data available in a manner consistent with South African legislation. (The 
HEMIS data are available through the Higher Education Data Analyser. 
Using the data available we are able to reproduce very closely the results 
produced for 2011 by Govinder et al.1 Somewhat curiously, we cannot 
reproduce at all closely the results presented for 2007 in the authors’ 
presentation to Parliament’s Higher Education Committee.5)

Restricting the calculation of the EI to only South African citizens 
(possible with both the 2011 census and HEMIS data) would go some 
way to aligning the EI more closely with the requirements of South 
African labour legislation, although those who took citizenship after 
1994 would be erroneously included as a result. However, there are 
two further problems with doing this. Firstly, other comparisons based 
on the EI, particularly the analysis of research output per capita, would 
be invalidated as this research output would then also have to be 
restricted to include only that produced by South Africans. Secondly, 
excluding foreign nationals from the EI entirely would mean that HEIs 
could increasingly employ staff from this group (so they constitute an 
increasing proportion of all staff) and still improve their equity profile 
by ensuring that the (diminishing proportion) remaining are increasingly 
drawn from the designated groups. This too would not encourage 
meaningful transformation of staff bodies.

Problems with the data on higher 
educational institutions
In addition to the algebraic and statistical errors outlined above, there are 
three further problems inherent to the data on staff at South African HEIs 
as presented in the HEMIS database. 

Firstly, it is not clear how Govinder et al. dealt with staff for whom 
population group was unclassified. For example, approximately 12% of 

IRP staff at UKZN did not have their population group recorded in 2011. 
Likewise, in the data for the University of Cape Town (UCT) for 2007, 
more than a quarter of IRP staff were ‘unclassified’. It would appear 
that those staff were either ignored (as was done nationally) or the 
percentages in the classified groups increased to sum to 100%, neither 
of which are satisfactory.

Secondly, because the HEMIS data rely on information submitted by 
institutions, the data are heavily affected by the classifications used by 
those institutions, and by institutional policies relating to outsourcing of 
certain activities. As two examples, 17% of all staff at HEIs in South 
Africa in 2011 classified as ‘Executive/Administrative or Management 
Professionals’ would appear to have been employed at a single 
institution – the University of Pretoria – while nearly a third (31%) of 
all ‘Technical’ staff employed by universities in 2011 were at UKZN. In 
a similar vein, UCT has one of the smallest complements of service 
staff (140 reported in 2011), no doubt the result of that institution 
outsourcing most of this work. The utility of including clearly problematic 
categories such as those described above in any comparative measure 
of transformation is questionable.

Problems with the benchmark(s) used
In addition to the problem that the 2011 census data do not allow 
for data to be extracted that conforms to the requirements of South 
African labour legislation, there are further conceptual issues with the 
benchmarks proposed.

Instructional/research professional staff
For their benchmark for instructional/research professional (academic) 
staff, Govinder et al. propose using the distribution by population group 
and sex of the population as a whole aged 24–65 from the 2011 census. 
There are several important aspects to these data which would appear 
not to have been considered by the authors. 

Firstly, they have confused the census questions relating to citizenship 
and population group, implying that the 0.6% of people in the census 
who are coded as population group ‘Other’ are not South African citizens. 
This assumption is incorrect. Nearly half of all people aged 25–64 coded 
as ‘Other’ in terms of population group are South African citizens, while 
over a million non-citizens aged 25–64 classified themselves in terms 
of population group.6 (Statistics South Africa’s online database does 
not permit the extraction of citizenship status of those aged 24–65 (as 
used in the original paper), only that in conventional 5-year age groups. 
The effect of the slight difference in classification of ages is likely to be 
trivial.) The census data suggest that around 4.6% of the population aged 
25–64 are foreign nationals, with a further 2.3% not being classifiable in 
terms of population group and/or citizenship. The resulting distributions 
underlying the benchmark proportions are rather different from those 
presented in Govinder et al.’s paper (Table 1).

It must be re-emphasised that the figure of 4.6% for foreign nationals 
would be an underestimate of the proportion deemed ‘not designated’ 
in terms of the Employment Equity Act, as most of the foreign-born who 
obtained South African citizenship after 1994 should be included in the 
‘Foreign’ category for employment equity purposes, as described earlier. 
It is also important to note that 2.3% of the census population aged 
25–64 could not even be accurately classified in terms of citizenship 
and population group, let alone in terms of the finer gradations required 
by the legislation.

Table 1: Benchmark percentages by population group based on a 
citizenship test, and those used by Govinder et al.
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While nationally the proportion of foreigners may be unremarkable, 
many HEIs have a significant component of ‘International’ staff. At UCT, 
for example, in each of 2010, 2011 and 2012, a quarter of academic 
staff are classified as ‘International’ in terms of labour legislation.7 This 
observation brings into sharp focus the tension caused by the proposed 
EI between institutions hiring the most suitable candidate for a post, 
globally, with a view to offering the best possible training to students and 
best advancing the development of South Africa and the continent, and 
a much narrower, parochial, mindset that the EI would seek to engender, 
because any institution with a large complement of ‘International’ staff 
will, by definition, perform poorly based on the EI. A naïve focus on the 
EI would serve to punish institutions that seek to recruit the globally 
best staff.

Secondly, the authors assert that the chosen benchmark is further 
justified because ‘universities are responsible for ensuring that this 
age group is suitably qualified’1. This assertion ignores the long-term 
consequences of apartheid education: matric exemption rates (which 
determine the enrolment profile of first-year students –‘passing’ matric 
does not automatically confer university exemption, a point neglected 
by the authors) differ markedly by population group. Even if the ongoing 
crisis in primary and secondary education (as evidenced by the recently 
released results of the Annual National Assessment8) was resolved 
immediately, there would be a lag of nearly two decades before those 
entering school in 2014 had completed a postgraduate education.

Thirdly, although a benchmark based on the proportion of the population 
by sex and population group in possession of a higher degree might 
seem a sensible alternative, it is not really. Those with higher degrees 
in South Africa are overwhelmingly White (and male), so benchmarking 
against this population would have the perverse effect of penalising 
institutions that have fewer White staff and are closer to the national 
demographic profile. Nonetheless, the EI of this alternative against the 
national benchmark offers an approximate indication of the extent of 
the structural/systemic component of the institutional EIs. The EI for 
the population with higher degrees relative to the benchmark population 
aged 24–65 is 40.9, about half the range of the correctly calculated 
EIs of universities. As can be seen from Figure 1, 15 of the 23 HEIs 
have an EI greater than this value, suggesting that – even relative to 
that alternative benchmark – they are relatively ‘untransformed’. It is 
important to note, however, that Figure 1 also suggests that a large part 
of the ‘transformation problem’ described by Govinder et al.’s analysis 
results from structural rather than institutional causes, and that the 
structural nature of who currently has higher degrees in South Africa 
contributes more to the overall index than institutional specificities do. 

Abbreviations of universities' names as in Govinder et al.1 

Note: Values of the Equity Index (EI) have been corrected for algebraic errors in the originally 
proposed EI.

The horizontal line shows the EI of the population aged 24–65 with masters or doctoral 
degrees relative to the benchmark (EI=40.9). 

Figure 1: Equity Indices for 23 higher education institutions corrected for 
errors in the initial formulation, and national Equity Index based 
on qualifications.

Comparing the distribution of IRP staff by level of qualifications at the 
eight institutions with EIs that fall below the line, combined, against that 
of IRP staff at the eight institutions with the highest EIs, it is evident that 
the staff at the ‘more transformed’ institutions are much less qualified 
than those at the ‘less transformed’ institutions (Table 2). 

This finding suggests that universities could achieve greater levels of 
‘transformation’ simply by employing less-qualified staff – an approach 
unlikely to be in the long-term developmental interests of the country as 
a whole, or of the higher education sector specifically.

Table 2: Percentage of instructional/research professional (IRP) 
staff with master’s and doctoral degrees at the eight ‘most 
transformed’ and eight ‘least transformed’ higher education 
institutions in 2011

Percentage of IRP staff with 

Master’s 
degree

Doctoral 
degree

Master’s 
or doctoral 

degree

Eight ‘most transformed’ 39.1 20.0 59.1

Eight ‘least transformed’ 31.9 51.1 83.0

Student profiles and administrative staff
The authors argue that the national rather than provincial demographic 
profile of people aged 17–40 who have a matric should be used for 
the calculation of EIs for the student body at HEIs. The HEMIS data on 
full-time equivalent (FTE) student enrolments at HEIs in 2011 suggest 
otherwise. Universities draw their students primarily from the region in 
which they are located. 

For example, while around 3.5% of the national population aged 17–40 
with a matric in 2011 were Indian (Table 2 from Govinder et al.), Indians 
comprised about 5.6% of the national FTE student enrolment in 2011, 
and, at UKZN, Indians in 2011 accounted for no less than 29.6% of the 
FTE student population. In no possible way is this more ‘a microcosm 
of the nation rather than the region’ as Govinder et al.1 claim, mentioning 
UKZN specifically. Likewise, according to their reasoning, Coloured 
students are hugely over-represented at all institutions in the greater 
Cape Town area and at Nelson Mandela Metropolitan University. The 
controversy engendered by former Director-General of Labour Jimmy 
Manyi’s comments in 20109 about the ‘over-concentration’ of Coloureds 
in the Western Cape springs to mind.

A similar observation applies to the argument that national rather than 
provincial benchmarks should be used in the calculation of the Equity 
Index for administrative staff: HEIs are most likely to draw such staff from 
their surrounding communities. The recent decision of the Cape Town 
Labour Court10 in the case brought by certain prison warders against 
the Department of Correctional Services determined that regional, rather 
than national, demographic profiles must be taken into account in setting 
employment targets.

Research output, quality and transformation
The authors understand that there could be tension between output/
productivity and transformation of staff. They seek to investigate this 
tension by considering the relationship between research output and 
the EI. However, apart from the problems with their efforts, mentioned 
above, the authors assume all research output units are equivalent. 
This is evidently false. Thus, considering accredited research outputs, 
the assumption is made that a qualifying, but very brief, article in, for 
example, the South African Journal of Science is the equal of a 20-page 
article in Nature. Also implicit in their analysis is the assumption that all 
postgraduate degrees are of equal quality regardless of the awarding 
institution (never mind what proportions find employment or proceed 
to higher degrees, or whether standards are being maintained when an 
institution triples or quadruples output over the span of 4 or 5 years 
without significant changes to staff, etc.). Clearly neither is true, nor can 
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the metric used offer any indication of the potential contribution to the 
national project. Thus one notes that the only university to appear in 
the ‘best’ quadrant (lower than mid-range (correctly calculated) EI and 
higher than mid-range output per capita), fails to make any impression 
on international systems of ranking of HEIs.

The assessment of performance allowing for any impact of moving 
towards national racial profiles as envisaged by the EI requires classifying 
output by whatever equity categories are used. However, unless one also 
controls for rank or age, this approach would serve only to bolster the 
argument that transformation takes place at the expense of output, as 
output is a function (to a large extent) of seniority.

It is also worth noting that Govinder et al.1 identify a cluster of 
8–11 institutions with the lowest EIs which they claim ‘adds no value to 
national development’, and are characterised by ‘equity transformation 
without quality’. Their statements are problematic for a number of 
reasons. Firstly, these are apartheid legacy institutions, which have 
not ‘transformed’ but have rather historically always employed a high 
proportion of Black South Africans and have never produced large 
numbers of graduates with higher degrees or much research. Secondly, 
universities of technology have a markedly different role to play relative 
to comprehensive and traditional universities, and should not really be 
compared with these HEIs. Nonetheless, if the institutions that are ‘most 
transformed’ are indeed those that add least to national development, 
then it is not clear at all that a lower EI is something to which to aspire.

Misuse and misinterpretation of the Equity Index
The authors claim that ‘there is no direct linear correlation between EI 
ranking and research productivity’. Inspection of Figure 2, which plots 
the output per capita of each university against the correctly calculated 
EI, shows that this claim is patently false. There is a clear linear trend, 
not only considering all universities, but, perhaps more pertinently, after 
excluding the group of ‘8–11 universities’ that the authors argue ‘adds 
no value to national development’.

A second feature which can be noted from Figure 2 is that if we split 
the plot area into four quadrants using the EI and output per capita of all 
institutions combined to determine the quadrants rather than the more 
arbitrary approach used by Govinder et al.1, only the University of Fort 
Hare lies in the most desirable quadrant (bottom half EI, top half output 
per capita). In addition, the five institutions (which coincidentally include 
UKZN) identified by the authors as having ‘the greatest potential for 
exhibiting good equity and high productivity’ because they were found to 
be clustered around the centre of the plot, no longer cluster around the 
centre of the plot.

Turning to their application of the EI metrics to the student population, 
the authors argue, on the basis that the ‘enrolment EI’ exceeds the 
‘graduation EI’ for all but three universities, that there is ‘a definite equity 
profile of students dropping out of universities nationally’. However, 
while selective dropping out may well be occurring, one cannot be sure 
that this is the explanation for results presented in the paper. Because the 
comparison is not by year of enrolment (i.e. considering the progress 
of a cohort of students), this conclusion could be entirely erroneous. 
In particular, a university which has improved the EI of its student 
enrolment over recent years would find that its enrolment EI exceeded its 
graduation EI, irrespective of any selective dropping out.

An application of the EI not covered in the paper but presented elsewhere 
by the authors and given significant media coverage,11 is the estimation 
of the time each institution is expected to take to transform, by calculating 
the EI at two time points (in their case 4 years apart) and extrapolating 
the trend linearly to determine when the EI reaches zero. Apart from the 
inappropriateness of extrapolating, in some cases several hundred years 
into the future, from only two, potentially arbitrarily chosen, points only 
four years apart, the authors seem completely oblivious of the fact that 
employees have rights, academics have tenure, and staff turnover and 
growth in staff at the most productive universities are low, so to a large 
extent the demographic profile of the staff is confined to the replacement 
of older retirees by younger new recruits.

HDI, historically disadvantaged institution; abbreviations of universities' names as in Govinder 
et al.1

Figure 2: Output per capita versus the corrected Equity Index by institution.

Conclusions
The need for transformation of higher education in South Africa is 
undisputed. However, a single summary index of the kind proposed by 
Govinder et al. may obfuscate more than it illuminates. Transformation 
of the demographic profile of HEIs is but one aspect of a much bigger 
transformation project. That project should encompass the national 
development priorities of the country, an understanding of the role and 
function of HEIs in that developmental agenda, and the role that South 
African universities, being generally the best in sub-Saharan Africa, can 
play in facilitating and driving development across the continent. By 
focusing on winners and losers (via the ranking system) it is probable 
that efforts will be made by HEIs to ‘game’ the index, at the expense of 
the other broader aspects of transformation. Rather, the focus of any 
metric of this sort should be on the progress of each institution within its 
circumstances, rather than on how it compares with other institutions.

We reiterate our concern that the EI as proposed, and its extensions to 
incorporate research output, offers little meaningful in terms of engaging 
with the question of quality of higher education offered in South Africa. 
In addition, the proposed EI is conceptually and algebraically flawed, the 
benchmarks chosen are problematic and the data from which the EI is 
calculated do not allow it to be presented in a form consistent with South 
African labour legislation. Finally, there is the possibility that the EI, by 
benchmarking and through the suggestion that transformation will only 
be complete when the EI is close to zero, is inconsistent with the recent 
judgement from the Supreme Court of Appeal which again confirmed 
that employment quotas contravene the Employment Equity Act.12

While a metric which tracks progress in transformation of staff and 
students may be of some use in monitoring progress (as opposed to 
producing league tables comparing institutions), much more work is 
required to develop a meaningful index. Not only will such an index have 
to account for more dimensions than the index proposed by Govinder et 
al., but productivity/output and the quality of that output would need to 
be taken into account, because, when all is said and done, sight of the 
primary objective of HEIs, namely, the production of suitably trained/
qualified graduates and research to meet the needs of the country, 
should never be lost. Any effort to measure progress in transforming 
the institution should never undermine this primary objective. The 
development of such an index takes on even greater urgency in the light 
of the perceived utility of the completely inadequate current attempt to 
measure transformation at HEIs in South Africa.
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Responsible conduct of research: Global trends, 
local opportunities

Instances of research misconduct reported in the lay and scientific literature as well as international efforts 
to encourage research integrity and the responsible conduct of research are currently receiving considerable 
attention. In South Africa, however, the topic has not featured prominently in public debate and clear evidence 
of a national, coordinated effort to address the problem of research misconduct seems to be lacking. 
Given increasing globalisation of research efforts, the need exists to promote standardised approaches to 
interpretation and implementation of the principles and values that underlie responsible conduct of research 
as well as to create guidelines and structures to promote integrity in research in the country. We explore 
the notions of research misconduct and research integrity, focusing on initiatives that promote responsible 
conduct of research, and propose a framework for the South African context. 

Introduction
The topic of responsible conduct of research is currently receiving considerable attention. A reason for this attention 
is the increasing concern about revelations of fraud and other inappropriate behaviour in the research context.1-3 
Such revelations often surface in the lay media as high-profile cases and attract negative publicity that not only 
highlights the harm caused by the individual perpetrator, but also casts doubt on the integrity of the institution or 
scientific discipline within which the research was conducted. Another reason for the attention is the globalisation 
of the scientific enterprise and the burgeoning opportunities to work in interdisciplinary, transdisciplinary and 
applied research environments. In this global context, the need to foster a shared understanding of principles and 
values that form the foundation of research integrity, and to implement standardised approaches to designing, 
planning, conducting and administering research, ought to be clear. 

The notion of ‘responsible conduct of research’ is distinguishable from both ‘research integrity’ and ‘research 
ethics’. ‘Research ethics’ usually includes the processes in terms of which the proposed research study is 
scrutinised to assess compliance with the desired values and principles that are part of ethical research. ‘Research 
integrity’, on the other hand, has a broader meaning and may be understood to also incorporate implementation of 
the research processes and the conduct of the researchers. ‘Responsible conduct of research’ is an umbrella term 
that includes notions like authorship, plagiarism, research misconduct, whistle-blowing, research ethics guidelines, 
codes of conduct, conflict of interest, research ethics and other training. The distinction drawn between ‘research 
integrity’ and ‘responsible conduct of research’ is increasingly fading in practice, as is evident in the ensuing 
discussion in which we employ these terms interchangeably. 

All of these concepts, when properly articulated and explained in solid policy and procedure documentation, serve 
to support and facilitate research conduct so that risks of harm are minimised. Various national and international 
bodies are currently developing or updating guidelines and policies to promote the responsible conduct of research 
(National Institutes of Health 2012, InterAcademy Council 2012, European Science Foundation 2011, Council of 
Canadian Academies 2010, Australian Government 2007, Organization for Economic Cooperation and Development 
2007, to name but a few). In 2007, 2010 and 2013, consecutive World Conferences on Research Integrity brought 
together key role players including researchers, research managers, funders and journal editors in a global effort to 
foster responsible research. The 2010 Singapore Statement on Research Integrity,4 published at the conclusion of 
the Second World Conference, emphasises the principles and professional responsibilities regarded as essential for 
integrity in research. While research institutions are held responsible for creating a climate conducive to desirable 
behaviour, the focus of the Singapore Statement is largely on the researcher: appropriate attitudes and behaviours 
expected of researchers as professionals are spelled out.4 

The South African research community has by no means been free from instances of research misconduct.5,6 
Even if such cases have been dealt with quite decisively by institutions that employ the alleged perpetrators, 
the misconduct is not, as a rule, made known publicly, or subjected to external scrutiny or censure. There is no 
oversight body or association of interested entities that has taken on the role of drafting guidelines on responsible 
conduct of research and no entity mandated to deal directly with allegations or cases of misconduct beyond 
the institutional level. The National Health Research Ethics Council (NHREC) has an oversight role in the more 
specialised area of health research ethics, and may deal with complaints or appeals in this field. Even this role is 
not well known in disciplines beyond health research. Some individual academic and research institutions have 
endorsed the Singapore Statement, but others are still debating the efficacy of adopting or adapting the Statement 
and very limited efforts have been made to raise awareness on a national level.7

Whereas national and international standards for research ethics have arguably reached levels of maturity in 
terms of guidelines and application, we point to a need for similar work in related areas that aims to promote the 
responsible and accountable conduct of research. We explore the notions of research misconduct and research 
integrity and their importance within the context of responsible conduct of research. We describe the perceived 
international prevalence of and examine some African researchers’ views about research misconduct and why it 
may occur and also briefly explore initiatives for promoting responsible conduct of research in other countries. 
Finally, we propose a framework for responsible research conduct for the South African context. 

AUTHORS: 
Theresa M. Rossouw1,2 

Christa van Zyl3 

Anne Pope4

AFFILIATIONS:
1Department of Family Medicine, 
Faculty of Health Sciences, 
University of Pretoria, Pretoria, 
South Africa
2Department of Immunology, 
Faculty of Health Sciences, 
University of Pretoria, Pretoria, 
South Africa
3Research Coordination, Ethics 
and Integrity, Human Sciences 
Research Council, Pretoria, 
South Africa
4Private Law Department, Law 
Faculty, University of Cape Town, 
Cape Town, South Africa

CORRESPONDENCE TO: 
Theresa Rossouw

EMAIL: 
theresa.rossouw@up.ac.za

POSTAL ADDRESS: 
Department of Family Medicine, 
University of Pretoria, PO Box 
667, Pretoria 0001, South Africa

DATES:
Received: 11 Apr. 2013

Revised: 04 Sep. 2013

Accepted: 10 Sep. 2013

KEYWORDS: 
responsible; conduct; research; 
integrity; misconduct

HOW TO CITE:
Rossouw TM, Van Zyl C, 
Pope A. Responsible conduct 
of research: Global trends, 
local opportunities. S Afr 
J Sci. 2014;110(1/2), Art. 
#2013-0103, 6 pages. 
http://dx.doi.org/10.1590/
sajs.2014/20130103

© 2014. The Authors.  
Published under a Creative 
Commons Attribution Licence.



31 Volume 110 | Number 1/2
January/February 2014

South African Journal of Science  
http://www.sajs.co.za

Review Article Responsible conduct of research
Page 2 of 6 

Background
Responsible conduct of research, or research integrity, is the cornerstone 
of excellent research; it also is a prerequisite for a flourishing academic 
research environment. Various definitions of research integrity exist, 
including ‘the coherent and consistent application of values and principles 
essential to encouraging and achieving excellence in the search for, and 
dissemination of, knowledge’8. The Singapore Statement acknowledges 
different cultural and national standards for scientific research, but 
maintains that certain principles and professional responsibilities are 
fundamental to the integrity of research, whatever the context. In other 
words, the researcher has a personal and professional responsibility to 
behave ethically and responsibly and to conduct research with integrity. 
The Singapore Statement articulates four basic principles: honesty in 
all aspects of research; accountability in the conduct of research; 
professional courtesy and fairness in working with others; and good 
stewardship of research on behalf of others.4 The principles of honesty 
and trust are emphasised as the golden threads found throughout 
the scientific enterprise: society should be able to trust the integrity, 
accuracy and honesty of scientific results, while researchers should 
be able to trust the meticulous and honest data capturing, analysis and 
reporting of results by colleagues.9 At an institutional level, integrity is 
a ‘commitment to creating an environment that promotes responsible 
conduct by embracing standards of excellence, trustworthiness, 
and lawfulness’8.

Conceptually, research integrity requires adherence to ethical principles 
and values deemed essential for responsible research conduct, as well as 
adherence to professional standards set down by oversight bodies such 
as governmental entities, funding agencies, professional associations 
and employers. The ideal of research integrity is attained when individual 
researchers adopt the principles and practices of their profession as a 
personal credo, rather than merely accept them as impositions.10

Similarly, no uniform definition exists for research misconduct, i.e. 
behaviour that deviates from the accepted standards of research 
conduct. Early definitions were broad, such as ‘non-adherence to rules, 
regulations, guidelines, and commonly accepted professional codes 
or norms’11 or ‘fabrication, falsification, plagiarism and other serious 
deviations from accepted practice’12. ‘Other serious deviations’ were 
taken to refer to diverse acts such as intentional protocol violations, 
dropping outliers from a data set or falsification of a biosketch or 
résumé. Concerns about the vagueness of ‘other serious deviations’ 
have led to recent definitions that restrict research misconduct to 
fabrication, falsification and plagiarism, which are regarded as the key 
concepts, akin to scientific fraud. For instance, the Office of Science 
and Technology Policy in the USA defines research misconduct as 
‘fabrication, falsification or plagiarism in proposing, performing, or 
reviewing research, or in reporting research results’13.

In our view, such a narrow definition is unsatisfactory as other 
questionable behaviours could also bring the research profession into 
disrepute. These behaviours can be grouped together under the term 
‘questionable research practices’ and defined as ‘actions that violate 
traditional values of the research enterprise and that may be detrimental 
to the research process [but do not] directly damage the integrity of the 
research process’14. We concur with the proposal to separate research 
practices into three categories: deliberate misconduct – including 
fabrication, falsification and plagiarism (FFP); questionable research 
practices (QRP); and responsible conduct of research (RCR).15 Here, 
RCR, or research integrity (RI), represents the expected or ideal standard, 
FFP denotes very serious transgressions and QRP falls somewhere 
in between. 

Exploring the status quo of research misconduct
Globally, a variety of studies and analyses has attempted to describe 
and explain the perceived prevalence of, and the causes and costs of 
research misconduct. Possible preventative measures and remedies are 
also proposed within these studies. Of particular interest are initiatives 
that aim to promote RCR in an integrated and coordinated manner, and 
to establish clear procedures to manage allegations of non-adherence to 

expected standards. South Africa does not have a national coordinating 
entity that serves to promote RCR in the country. 

A review of existing and emerging initiatives elsewhere was undertaken 
in order to propose a possible framework for the promotion of RCR 
in South Africa. The available literature, including policy documents 
and online resource materials, was surveyed and analysed against 
the backdrop of recent policy developments in South Africa. Our own 
experience in supervising research and developing support structures to 
address or promote RCR added to the contextualisation of the analysis. 

Prevalence and impact of scientific misconduct
The analysis revealed increased interest in the field of research 
misconduct, yet little agreement about its prevalence. It was further 
noted that most studies and surveys have methodological concerns and 
other limitations. Until recently, it was a fairly widely held belief in the 
research community that FFP occurs rarely – mostly estimated at less 
than 1% – and that QRP, even though more prevalent, was usually not 
considered serious enough to warrant official action. Indeed, confirmed 
research fraud cases in the USA are variably reported as between 1 in 
10 000 to 1 in 100 000 scientists, depending on the methodology used 
for calculation.15,16 Furthermore, most of the profession held the view 
that scientific research could regulate itself through mechanisms such 
as peer review.15 However, more recent data reveal that such views might 
have been overly optimistic. 

A study published in 2008 estimated the rate of serious research 
misconduct or FFP at 3/100 researchers per year.17 A recent meta-
analysis showed that an average of 1.97% of scientists admitted to have 
fabricated, falsified or modified data at least once and a further 33.7% 
admitted to other QRP. When asked about the behaviour of colleagues, 
14.12% suspected their colleagues of serious research misconduct and 
72% thought colleagues were guilty of QRP.18 Although much higher than 
the previously reported prevalence of <1%, these data may still be an 
underestimation of the actual prevalence of research misconduct. Indeed, 
a recent study in Nigeria – a first for the African continent – reported that 
68.9% of 133 researchers participating in the study admitted to at least 
one of eight listed forms of scientific misconduct, 42.2% admitted to 
FFP and the most common QRP (affecting 36.4% of the sample) was 
reported as disagreement about authorship matters.19 

Retractions from PubMed because of scientific misconduct indicate 
that up to 0.2% of published papers contain some form of fraud.20 A 
comprehensive study by Grieneisen and Zhang21 confirms that, since 
2001, retractions have increased dramatically across a range of 
disciplines, with close to 20% explicitly citing scientific misconduct 
as the reason for retraction. Even though this figure represents a very 
small number of publications (<1%), the implications are serious. In 
particular, suspicion about the trustworthiness of published scientific 
data is given room to grow. Similarly, the implications also point to the 
potential risk posed by a new generation of technologically advanced 
researchers entering the scene. Consequently, the opportunities for 
research misconduct might increase exponentially, necessitating a more 
informed and vigilant approach on the part of editors, researchers and 
research institutions. 

Policymakers, researchers and clinicians are also negatively affected 
by research misconduct, especially fabrication and falsification, as is 
evidenced by the recent case published in the British Medical Journal.3 
In this case, a researcher, considered by his peers to be a world 
leader, was found to have fabricated a very large amount of data and 
even whole studies. His work had been highly regarded and strongly 
influenced the formulation of policies and clinical practice. Both policies 
and practices are now in doubt because reanalysis of the meta-analyses 
after exclusion of his data radically changed the findings. Consequently, 
policies influenced by the fabricated work are no longer valid and clinical 
procedures based on his work also have to be revisited.

Possible causes of research misconduct
While one can only speculate as to reasons for the difference between the 
US and Nigerian data, it might be explained partly by lack of awareness, 



32 Volume 110 | Number 1/2
January/February 2014

South African Journal of Science  
http://www.sajs.co.za

institutional support and regulatory oversight in the developing world. 
In addition, different cultures, generations and disciplines in research 
may interpret aspects of research misconduct in different ways and 
accordingly report differently on the prevalence thereof.22 Having said 
that, however, it should be conceded that not much is known about the 
drivers and facilitators of research misconduct in any context. 

In the Nigerian study, 73% of researchers sampled cited the need for 
publications as a push factor,19 a view shared by research coordinators 
in the USA.23 The worldwide drive to improve university rankings, 
resulting in part in the pressure to publish, is regarded as one cause 
of an increased incidence of plagiarism and QRP, such as so-called 
‘salami-slicing’.24,25 More than 50% of the Nigerian researchers 
sampled thought that competition for external funding, the need for 
peer recognition, as well as insufficient explicit censure of misconduct 
strongly influence the prevalence of questionable behaviour.19 This finding 
is important because it implies that the research community colludes in 
the facilitation of wrongdoing by remaining silent instead of speaking out. 
Not only does this finding highlight the need for a solid ethical foundation 
for researchers, but it also underscores the imperative of creating 
national standards for promoting RI and enabling institutional oversight.   

In addition, pressure to gain tenure, unclear definitions of misconduct, 
financial conflicts of interest as well as the level of involvement of the 
principal investigator in the enrolment of human participants were 
considered by the majority of the Nigerian sample to have ‘some 
influence’ on questionable behaviour patterns. The level of interest 
shown by the principal investigator in study enrolments and outcomes, 
the number of open or current research studies for which the principal 
investigator is responsible, and the belief that the risk of harm for 
participants is low in a study also contribute to lax attitudes towards 
questionable behaviour patterns.19 

It is vital that further context-specific research into possible facilitators of 
research misconduct be conducted in order to inform future training and 
guide policy frameworks.

Initiatives to promote responsible conduct 
of research
Recently, national and international bodies have developed policy 
documents that focus on RCR as an integrated construct that includes 
all phases and aspects of the research endeavour. In these documents, 
specific responsibilities are allocated to individual researchers, to 
research institutions and to oversight bodies. Examples of such initiatives 
can be found across the globe. Approaches to oversight range from 
countries with national guidelines and government-sponsored offices for 
statutory reporting and oversight, to national or regional interest groups 
promoting coordination between institutions, to countries where no 
national guidelines or oversight bodies exist. 

An example of a country with a national guideline is Australia. The 
Australian Code for the Responsible Conduct of Research was developed 
through a collaborative effort of the National Health and Medical 
Research Council, the Australian Research Council and Universities 
Australia. The purpose of the Australian Code is to guide institutions 
and researchers in responsible research practices. The Australian Code 
includes specific guidance on how to manage breaches of the Code and 
allegations of research misconduct, maintain research data and material, 
publish and disseminate research findings, attribute authorship, conduct 
effective peer review, and manage conflicts of interest.26 Another 
example of a country with a well-developed national guideline is Canada, 
where the Tri-Council policy statement fulfils a similar function to the 
Australian Code.27

More recently, triggered by the globalisation of research, international 
declarations, such as the Singapore Statement on Research Integrity4 
and the 2012 policy work of the global network of science academies 
and the IAP22, have been formulated. These documents reflect 
consensus amongst the individual researchers present, e.g. participants 
at the Second World Conference on Research Integrity contributed to 
the creation and adoption of the Singapore Statement. The relatively 

short and succinct Statement calls for the globalisation of a basic 
understanding of RCR and is the ‘first international effort to encourage 
the development of unified policies, guidelines and codes of conduct’4. 
The aim of the Statement is to initiate a global discussion on RI and 
the development of a set of international norms and standards that can 
serve as the basis for national and regional ethics guidelines, while 
acknowledging and accommodating national differences. The Statement 
can be a valuable tool to countries such as South Africa, for which no 
national guidelines or oversight bodies exist. 

The South African context
Despite instances of local research fraud receiving international 
attention, South Africa has not introduced a system of formal scrutiny 
or censure. A National Health Research Ethics Council (NHREC) was 
established in terms of the National Health Act 61/2003.28 Its role is 
to provide guidance for researchers in health research, principally 
regarding research ethics and not RI as such. For instance, the NHREC 
is responsible for ensuring that up-to-date research ethics guidelines 
are available and accessible, and for assisting with complaints, queries 
and capacity building for research ethics committees. The NHREC has 
a Complaints and Advisory Disciplinary Committee, mandated to ‘refer 
to the relevant statutory health professional council matters involving 
the violation or potential violation of an ethical or professional rule by 
a health care provider’ and to ‘institute such disciplinary action as may 
be prescribed against any person found to be in violation of any norms 
and standards, or guidelines, set for the conducting of research’ 28,29. 
However, this committee’s jurisdiction is limited to protection of human 
participants and animals used in research, hence cases involving 
allegations such as plagiarism or data fabrication fall outside its mandate. 

In the absence of national guidelines or codes of conduct specific to 
RCR, much reliance is placed on professional codes of conduct guiding 
the behaviour of individual researchers, or on institutional guidelines to 
promote the responsible and ethical conduct of research. The NHREC 
also favours the approach that institutions should first attempt to resolve 
matters internally before referring them to the NHREC. This view is 
consistent with the administrative law rule that one exhausts domestic 
remedies before seeking outside adjudication. This approach supports 
the autonomy of institutions and their power to govern themselves, 
which is statutorily mandated. On the other hand, this approach 
may inadvertently disadvantage institutions that lack the know-how, 
resources and infrastructural support to deal with allegations and 
cases of misconduct. It is further possible that at individual institutions 
there might be reluctance to engage effectively with researchers, 
especially high-profile researchers, alleged to have committed research 
misconduct, because of an inherent conflict of interest.30 Such attitudes 
could lead to examples of unequal treatment of similar incidents between 
and even within institutions. A centralised office might be better placed to 
ensure a fair and equitable approach by establishing national guidelines 
on the appropriate procedures to be followed in cases of alleged and 
confirmed misconduct. Even though it is preferred that institutions deal 
with such matters internally, a centralised office could also function as an 
adjudicatory or referring body for instances when individual institutions 
are unable to resolve cases, procedures are disputed or conflicts of 
interest exist.

However, the NHREC is mandated to deal only with matters concerning 
health research. In increasingly complex research arenas, it seems 
desirable to cross institutional and disciplinary boundaries by promoting 
harmonised approaches to interpretation and implementation of 
principles and values underlying RCR. A problem for South Africa is 
that the various documents outlining science policy for the country 
(e.g. Department of Arts, Culture, Science and Technology White Paper 
1996, National Research and Development Strategy 2002, Ten-Year Plan 
for Innovation 2008, Ministerial Review Report 2012) are silent on key 
aspects of research ethics and integrity, and miss the opportunity to 
create guidelines and structures to promote the quality and responsible 
conduct of research in the country. The 2012 Ministerial Review Report 
suggested that a national oversight body for science policy should be 
established. Such a body could establish guidelines for a national system 
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or structure(s) to promote RCR, and to respond to possible research 
misconduct. This body could provide the needed transdisciplinary 
leadership for guiding the prevention, investigation and correction of 
research misconduct, while ensuring that research institutions remain 
primarily responsible for management of individual cases. 

Whether a centralised approach is desirable has not been debated in 
public fora in South Africa. Informally, it seems that opinions are divided: 
some think that a central bureaucracy is desirable given the attraction 
of consistency, standardisation and institutional support; others favour 
the autonomy of research institutions in dealing with allegations of 
misconduct expeditiously, discreetly and effectively. Bureaucracies are 
not easily able to act in this way. Furthermore, a centralised approach 
has considerable specific human and financial resource requirements 
and is likely to not be the most time- and cost-effective approach in a 
country with limited resources.

On an individual level, South African researchers have contributed to 
the international debate. Representatives from the National Research 
Foundation (NRF) and the Academy of Science of South Africa 
attended the 2010 World Conference on Research Integrity and the NRF 
subsequently promoted broader awareness of the Singapore Statement 
on Research Integrity.7 It seems that some South African institutions of 
higher learning and other research entities are adopting this document as 
a reference point, which might signal the dawn of a shared understanding 
of RI in the country.

Proposed framework for South Africa
A culture of research excellence and RI requires contributions from 
actors and interest groups that operate at different levels and in a 
range of roles and responsibilities. Initiatives to promote RCR should 
therefore be multipronged and aimed at multiple and diverse role players. 
Using the categories included in the 2012 InterAcademy Council policy 
document22 as a point of departure, we propose the inclusion of the 
following actors in the South African framework:

•	 Individual researchers: Researchers are the foundation of sound 
scientific practice and need to be imbued with strongly developed 
moral and ethical reasoning skills. They are required to embrace, 
uphold and promote professional standards of research excellence 
in their own research work and when reviewing the work of others. 
In addition, the notion of RCR requires them to actively promote 
appropriate conduct in their teaching and mentoring relationships. 

 The South African research community would benefit from 
improved communication systems designed to provide guidance 
and support in order to promote RCR. In particular, researchers 
should reflect on their own knowledge and understanding of RCR 
and contribute to discussions, at least at their own institutions. In 
this way, the valuable intellectual capital of our researchers may 
be shared and invested in sustaining the research enterprise in 
South Africa. 

•	 Research and academic institutions: Within institutional settings, 
an environment conducive to RCR may be fostered by having 
appropriate and clear policies and procedures. These policies and 
procedures should stipulate how cases of alleged or suspected 
misconduct should be managed. This recommendation does 
not call for more regulation or for an infringement of institutional 
autonomy or academic freedom. Rather, we recommend frank and 
rigorous discussions, and careful and thoughtful reflections, so 
that where systems may be weak, support can be given and best 
practices may be shared. 

•	 Editorial boards and publishers of scientific journals: Researchers 
who submit research outputs for publication in scholarly journals 
should provide proof of ethics approval of the research undertaken, 
as well as a clear indication of authorship allocations. This 
requirement is already specified by many journals. Furthermore, 
plagiarism-checking software has improved the ability to trace 
incidents of plagiarism and should be used routinely. Recently, 
after the case of research misconduct reported in the British 

Medical Journal, some commentators are also now calling for all 
authors to verify that they have seen the original data.3 

•	 National and international professional organisations: In the past 
decade, these organisations have done much to give prominence 
to responsible research conduct and the promotion thereof. 
Examples include recent reports of interacademy councils in 
Canada (2010)8, Europe (2010)31 and internationally (2012)22. 
World conferences dedicated to RI are supported by funding 
bodies, science academies and professional associations and can 
act as a platform to raise awareness and share resources. South 
African institutions should be encouraged to actively participate in 
and contribute to these international debates. 

•	 National governments and government departments: Government 
is in a position to provide support for, or actively promote, 
the RCR. Although South Africa has national guidelines and 
oversight in relation to ethics in health-related research (i.e. 
The National Health Act28 and the South African Good Clinical 
Practice Guidelines32), it lacks similar guidelines and oversight 
to promote and provide guidance in relation to other aspects of 
RCR. Government departments can play a role by making funding 
available to support the development and sharing of guidelines that 
can become a national repository of best practice and resource for 
independent guidance when required. In particular, we recommend 
that the Singapore Statement be incorporated into the national 
research ethics collection of guidelines, either by reference or by a 
statement endorsed by various research bodies. 

•	 Funding bodies: The exact role of funders in promoting RI is 
controversial. While there are justified concerns about the perils 
of funders setting the research agenda and issues around effective 
and appropriate oversight, funders may play a role by insisting, 
as a prerequisite to funding eligibility, that minimum standards for 
policies and procedures to promote RCR are in place. Funding 
bodies may also introduce additional mechanisms aimed at 
promoting responsible research practices, such as independent 
post-submission reviews of reports which may include standard 
checks for possible examples of plagiarism or standard contractual 
requirements dealing with authorship agreements, or open access 
to data or research findings. Furthermore, funding bodies are in a 
position to support research about aspects of RI, as well as the 
development of training materials and programmes. It should be 
noted, however, that funding bodies do not have direct jurisdiction 
over the quality and integrity of research not funded by them, hence 
a case being made for generic norms and standards to be adopted 
at national or international level.

 The NRF could potentially play such an enabling role in South 
Africa. The NRF has already indicated that it will be investigating 
ways of implementing the Singapore Statement, for instance, by 
making the implementation of its principles a prerequisite for grant 
agreements with grantholders. The NRF has further committed 
itself to ‘translate the statement into South Africa’s eleven 
official languages and to disseminate it widely amongst research 
institutions and government departments’7.

•	 Research networks and ethics training programmes: Research 
networks and professional associations provide platforms for 
the exchange of information and shared learning. There are 
well-established South African examples of relevant professional 
and training networks, such as the South African Research Ethics 
Training Initiative (SARETI), the Southern African Research and 
Innovation Management Association (SARIMA) and Advancing 
Research Ethics Training in Southern Africa (ARESA) which 
replaces the International Research Ethics Network for Southern 
Africa (IRENSA). 

 These networks currently focus specifically on research ethics, 
as do most of the online training programmes that have been 
developed by international institutions and consortiums, such as 
Training and Resources in Research Ethics Evaluation (TRREE) 



34 Volume 110 | Number 1/2
January/February 2014

South African Journal of Science  
http://www.sajs.co.za

and the African Malaria Network Trust (AMANET). Some of these 
programmes deal with RCR, but the focus is mostly tangential. 
If this aspect could be further developed and strengthened, these 
programmes could become a valuable resource for all researchers, 
and institutions could consider incorporating them into continued 
professional development curricula. 

Conclusion
Revelations of research misconduct are embarrassing for journals and 
academic institutions, deleterious to the research enterprise in general 
and disastrous for the researcher who is found to have cheated. The 
advent of easy access to information through electronic media, coupled 
with a new generation of technologically advanced researchers faced 
with ever increasing pressure to publish and secure funding, mean 
that opportunities for research misconduct might increase in future. 
In addition, the globalisation of the scientific enterprise and increasing 
opportunities for interdisciplinary and international research, highlight 
the need for a shared understanding of the principles and values that 
inform the notion of RI. 

South Africa, despite being home to some high-profile instances of 
research misconduct, has not yet escalated the problem of research 
misconduct to the level of public debate and has not yet embarked on 
a national and unified effort to put systems in place for its regulation. 
Although individual researchers and research institutions have been 
party to the international debate and have endorsed the Singapore 
Statement, many institutions lack the resources and infrastructure 
to follow suit. We therefore support the development of coordinated 
approaches to designing, planning, conducting and administering 
research, in conjunction with appropriate and clear policies and 
procedures stipulating how cases of alleged or suspected misconduct 
should be managed. We do not call for more regulation or for an 
infringement of institutional autonomy or academic freedom, but rather 
for the establishment of policies and guidelines that should form part 
of a national repository of best practice and resource for independent 
guidance when required.

We propose that multiple role players be involved in establishing a 
South African framework for RCR, including research and academic 
institutions, editorial boards, professional organisations, government 
departments, funding bodies and research networks. Such a framework 
could then be maintained and implemented by a centralised body, such 
as an Office of Scientific Research Integrity. The vision of an honest 
and trustworthy research enterprise can, however, only be realised when 
individual researchers have been imbued with the strongly developed 
moral character needed to embrace, uphold and promote professional 
standards of research excellence. 
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Inflammation and cancer:  
The role of the human neutrophil

Chronic inflammation of both infective and non-infective origin has been implicated in the aetiology of 
approximately 30% of all human epithelial malignancies. The primary carcinogens are reactive oxygen species 
(ROS) derived from activated, infiltrating cells of the innate immune system, especially neutrophils, which 
inflict oxidative damage on the DNA of bystander epithelial cells. The consequence is gene modifications which 
initiate cellular transformation. The process of tumourigenesis is exacerbated by the sustained generation of 
pro-proliferative ROS, as well as by the release of neutrophil-derived cytokines and proteases, all of which 
contribute to tumour promotion and progression. It is now well recognised that, in addition to inflammation 
causing cancer, many cancers per se induce an inflammatory response, with a high magnitude of neutrophil 
influx being indicative of a poor prognosis. In this setting, CXC chemokines produced by tumours not only 
promote neutrophil influx and hyperreactivity, but also cause autocrine activation of the proliferation of the 
chemokine-producing tumour cells. These various mechanisms of inflammation-mediated tumourigenesis 
are the primary focus of this review, together with a consideration of neutrophil-targeted anti-inflammatory 
strategies with potential as adjunctive cancer therapy.

Introduction
The link between cancer and inflammation was described 150 years ago by the distinguished German pathologist 
Rudolph Virchow.1,2 Based on epidemiological studies, it is now recognised that up to 30% of all cancers may 
have underlying inflammation-associated aetiology, triggered by chronic infection or other types of non-infective 
unresolved inflammation.3-6 In this setting, reactive oxygen and nitrogen species (ROS/RNS) released by activated 
phagocytes at sites of inflammation inflict oxidative damage on neighbouring bystander cells, especially epithelial 
cells, initiating tumourigenesis.7,8 Subsequent promotion/progression and metastasis involve not only ongoing 
oxidative stress, but also the release of pro-proliferative and pro-angiogenic/pro-metastatic, phagocyte-derived 
cytokines/chemokines and proteases.1-17

Although inflammation is a major and primary cause of cancer, many cancers per se also activate an inflammatory 
response, resulting in infiltration by various types of myeloid cells of the innate immune system. These cells 
include neutrophils, monocytes/macrophages, dendritic cells, and so-called myeloid-derived suppressor cells of 
both granulocytic and monocytic origin.18-23 Although this tumour-associated inflammatory response is potentially 
protective, at least in the case of neutrophils, monocytes/macrophages and dendritic cells,19,20 it may also contribute 
to tumour progression and metastasis through the mechanisms alluded to above.9

In this review, we focus on the pro-tumourigenic potential of the neutrophil, which, amongst other types of 
immune and inflammatory cells, is abundant in tumours, appearing to be an important, independent predictor 
of poor outcome in many,3,21 but not all, types24 of malignancy. The major themes addressed here are the roles 
of neutrophil-derived/-associated ROS, chemokines/cytokines, proteinases and adhesion molecules in tumour 
initiation, promotion, progression and metastasis, as well as the potential role of anti-inflammatory strategies in 
cancer prevention and therapy.

Neutrophils and carcinogenesis
As described by Weitzman and Gordon in their seminal review7 and, more recently, by Knaapen et al.10, the propensity 
for cancers to develop at sites of inflammation is well recognised, the association being supported by compelling 
epidemiological and experimental evidence. Examples of inflammation-associated cancers, primarily epithelial, of both 
infective and non-infective origin are shown in Tables 1 and 2, respectively. In the setting of inflammation-associated 
cancer, phagocyte-derived ROS – produced and released extracellularly by infiltrating neutrophils – have been 
identified as the primary offenders.7,10 These indiscriminate, toxic agents are potent carcinogens, posing the potential 
hazard of oxidative damage to the DNA of bystander, host structural cells at sites of inflammation and resulting in the 
gene modifications which precede cellular transformation.

Convincing evidence demonstrating the carcinogenic potential of ROS was derived from experiments in which 
eukaryotic structural cells and lymphocytes were exposed to activated neutrophils, to cell-free enzymatic 
ROS-generating systems, or to the relatively stable, cell-permeant ROS hydrogen peroxide (H2O2) in vitro, which 
resulted in severe oxidative stress and damage to the genetic material of these cells.7,10 In all of these systems, 
direct oxidative damage to DNA appears to involve intracellular conversion of H2O2 to a highly potent and reactive 
ROS – hydroxyl radical – probably by Fenton-type mechanisms involving electron donation by heavy metals. 
The types of ROS-mediated damage include: (1) gross chromosomal damage (sister chromatid exchanges), 
(2) single- and double-DNA strand breaks and (3) oxidative damage to the bases in DNA.7,10 In the case of the 
latter, the signature of oxidative damage is conversion of guanosine to 8-hydroxydeoxyguanosine, although the 
other DNA bases are also vulnerable to oxidative damage.7 RNS produced predominantly by macrophages result in 
the formation of reactive aldehydes and malondialdehydes which also induce point mutations.8
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In addition to the direct, DNA-damaging activities of phagocyte-derived 
ROS, these oxidants also inhibit the activities of several DNA repair 
enzymes, thereby exacerbating oxidative damage to genetic material.10 
In this context, it is noteworthy that hypochlorous acid generated via the 
H2O2-dependent oxidation of chloride ions by myeloperoxidase (MPO), 
the neutrophil/monocyte primary granule enzyme, has been reported 
to interfere with the base excision repair enzyme poly (ADP-ribose) 
polymerase.25 Other DNA repair enzymes which are susceptible to 
oxidative inactivation include the glycolase Ogg1 and topoisomerase II, 
which are inactivated by nitric oxide and H2O2, respectively, 
compromising repair of 8-hydroxydeoxyguanosine moieties and strand 
scission/ligation.10,26,27

Table 1: Examples of inflammation-related malignancies of chronic in-
fective origin

Type of malignancy Associated infective agent

Squamous cell carcinoma of 
the bone, sinuses and skin

Chronic osteomyelitis most commonly 
caused by Staphylococcus aureus

Urinary bladder cancer Schistosoma haematobium

Ovarian cancer
Pelvic inflammatory disease most 
commonly caused by Chlamydia 
trachomatis and Neisseria gonorrhoeae

Gastric cancer Gastritis caused by Helicobacter pylori

MALT lymphoma Helicobacter pylori

Lung carcinomas
Chronic and recurrent pulmonary 
infection as a result of various 
bacterial pathogens

Testicular cancer Orchitis caused by mumps virus

Hepatocellular carcinoma Hepatitis viruses B and C

Cervical cancer Human papilloma virus

Kaposi’s sarcoma Human herpes virus type 8 

Sources1–9

Table 2: Examples of inflammation-related malignancies of chronic non-
infective origin

Type of malignancy Associated condition

Colon carcinomas
Inflammatory bowel disease 
(Crohn’s disease, colitis)

Urinary bladder cancer
Long-term indwelling 
catheters, stones

Gall bladder cancer
Chronic cholecystitis, 
cholelithiasis

Oesophageal squamous cell carcinoma 
and adenocarcinoma

Chronic exposure to chemical 
irritants and acid reflux 
oesophagitis, respectively

Lung carcinomas
Cigarette smoking, pulmonary 
fibrosis, sarcoidosis

Mesothelioma Asbestos inhalation

Head and neck cancer Cigarette smoking

Skin cancer (basal cell/squamous cell 
carcinoma, melanoma)

Exposure to sunlight

Sources1–9 

Clearly, ROS-mediated direct damage to DNA, together with oxidative 
dysfunction of DNA repair enzymes, predisposes to gene modifications, 

which, particularly in the case of mutations to tumour suppressor and 
promoter genes, may lead to cellular transformation. However, these 
mechanisms are not the only ones by which phagocyte-derived ROS 
contribute to carcinogenesis. Other mechanisms include: (1) oxidative 
conversion of pre-carcinogenic chemicals/xenobiotics to complete 
carcinogens10,28, (2) redox activation of intracellular signalling 
mechanisms, which not only promote aberrant cellular proliferation, but 
also intensify inflammation-related oxidative stress29-34 and (3) oxidative 
suppression of the proliferative activity of anti-tumour T lymphocytes35,36. 
In addition to these mechanisms, several neutrophil-derived chemokines/
cytokines, proteinases and adhesion molecules also contribute to 
tumourigenesis via their pro-proliferative, pro-angiogenic and pro-
metastatic activities.

Neutrophil-mediated oxidative activation  
of pre-carcinogens
Neutrophil-derived ROS, specifically those generated by the 
MPO/H2O2/halide system, have been implicated in the transformation 
to carcinogens of chemical pollutants generated by industrial, motor 
vehicle and household combustive processes, as well as those present 
in cigarette smoke.10 Examples of the former include aromatic and 
heterocyclic amines, especially polycyclic aromatic hydrocarbons, while 
benzo(a)pyrene in cigarette smoke undergoes oxidative conversion to 
BPDE (bay-region diol expoxides), which is mutagenic via formation of 
covalent adducts with guanine.10 In addition, MPO-derived ROS have 
been reported to convert the anti-cancer drug etoposide to its potentially 
mutagenic phenoxy radical, which may explain the increased frequency 
of secondary myeloid leukaemia in cancer patients treated with 
this agent.28

Redox activation of cellular proliferation
Unlike other ROS (such as superoxide anion, singlet molecular oxygen, 
hydroxyl radical and hypochlorous acid), H2O2 – because of its 
relative stability, cell permeability and ability to target proteins – can 
function efficiently as an intracellular signalling molecule.29-31 Indeed, 
it is well established that H2O2 can modulate cellular differentiation, 
proliferation, survival and synthesis of inflammatory mediators via the 
oxidative modification of key cysteine residues in various enzymes, 
including phosphatases and kinases, especially mitogen-activated 
protein kinases (MAPKs), as well as transcription factors.29-32 Under 
controlled conditions, H2O2 generated intracellularly in various types 
of cells by the ubiquitous, stringently regulated Nox (NADPH oxidase) 
family of enzymes, contributes positively to the maintenance of cellular 
homeostasis.29-32 However, when structural cells, especially epithelial 
cells, are subjected to intense oxidative stress, whether directly as a 
consequence of protracted activation of Nox enzymes or indirectly 
because of influx of extracellular H2O2 as a result of proximity to 
activated phagocytes, or both, then cell proliferation as a consequence 
of dysregulated intracellular signalling may ensue. Although disputed by 
those who believe that over-exposure to H2O2 is more likely to drive the 
cells into apoptosis,29-32 this scenario is countered to some extent by the 
following lines of evidence from experimental sources: (1) exposure of a 
Barrett’s oesophagus adenocarcinoma cell line to low concentrations of 
H2O2 resulted in cell proliferation which was associated with sequential 
activation of extracellular regulated kinase 2, MAPK, the transcription 
factor, nuclear factor kappa B (NFκB) and Nox 5-S33; and (2) exposure 
of human oral cancer cells to the H2O2-producing microorganism 
Enterococcus faecalis resulted in catalase-inhibitable activation of the 
epidermal growth factor receptor and cell proliferation, underscoring 
the association between infection with this bacterial pathogen and  
oral carcinogenesis.34

ROS-mediated inactivation of tumour-targeted 
T cells
Although H2O2 at low concentrations can trigger the proliferation of 
epithelial cells via intracellular, redox signalling mechanisms, at higher 
concentrations this ROS can also promote the oxidative inactivation of 
the protective activities of T lymphocytes.35,36 In the setting of murine 
models of experimental tumourigenesis, infiltrating phagocytes, most 
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notably a subset of activated neutrophils, have been found to inhibit 
the protective responses of tumour-targeted T-lymphocytes. The 
mechanism of immunosuppression involves intimate cell-cell contact 
mediated by the neutrophil β2-integrin Mac-1, exposing the T cells to 
high concentrations of neutrophil-derived H2O2.

35,36

Neutrophil-derived cytokines in tumourigenesis
Although originally believed to have a very short lifespan and an 
extremely limited biosynthetic capacity, the survival time of neutrophils 
in the circulation of healthy humans has recently been reported to be 
5.4 days.37 Following extravasation to sites of infection, tissue injury 
or cancer, this time may be considerably longer because of exposure 
to anti-apoptotic cytokines, especially granulocyte colony-stimulating 
factor (G-CSF) and granulocyte/macrophage colony-stimulating 
factor (GM-CSF).38 Extended survival of neutrophils is associated with 
acquisition of the capacity, albeit limited, to synthesise cytokines or 
chemokines,14,39 some of which are already stored in pre-synthesised, 
rapidly mobilisable form in cytoplasmic secondary and tertiary 
granules.40,41 These include: (1) the pro-angiogenic growth factor 
vascular endothelial growth factor (VEGF), (2) the chemokine interleukin 
(IL)-8 and the cytokines IL-1β, IL-6 and TNF, all of which interact to 
promote neutrophil extravasation, accumulation and activation and 
(3) IL-12 which links innate and adaptive immunity, promoting cell-
mediated immune responses involving T helper 1 lymphocytes.14,39-41 
With respect to tumour promotion/progression, the most prominent 
of these are VEGF, which promotes tumour neovascularisation, and 
IL-8, which not only sustains neutrophil influx and activation, but also 
promotes tumour cell proliferation by the autocrine and paracrine 
mechanisms described under ’Chemokines and tumourigenesis’.

Although the evidence is somewhat less compelling than that for 
VEGF and IL-8, several other neutrophil-derived cytokines have been 
implicated in tumour promotion/progression and angiogenesis. Because 
these have been extensively reviewed recently,14 they are considered 
only briefly here.

APRIL (also known as ‘a proliferation-inducing ligand’) and BAFF 
(B cell activation factor, BLyS), both of which belong to the TNF 
ligand family, interact with several receptors, especially BMCA (B 
cell maturation antigen), TAC1 and BAFF receptor, inducing B cell 
proliferation and survival. Both of these cytokines are produced by 
tumour-infiltrating neutrophils, and have been implicated in tumour 
promotion in malignancies such as diffuse large B cell lymphoma and 
multiple myeloma.14

Oncostatin M (OSM) and hepatocyte growth factor (HGF) are cytokines 
which are both stored and synthesised by tumour-infiltrating neutrophils. 
OSM appears to mediate tumour progression via induction of detachment 
of tumour cells and activation of synthesis of pro-angiogenic VEGF and 
fibroblast growth factor by endothelial cells, while HGF induces an 
invasive phenotype.14

These various cytokines and their reported roles in tumourigenesis are 
summarised in Table 3, with the exception of IL-8 which is discussed in 
detail below.

Table 3: Neutrophil-derived cytokines implicated in tumourigenesis

Cytokine Pro-tumourigenic action

*Vascular endothelial 
growth factor (VEGF)

Tumour neovascularisation; pro-metastatic

*APRIL (‘a proliferation-
inducing ligand’)

Tumour promotion; implicated in the 
aetiologies of diffuse large B cell lymphoma 
and multiple myeloma

*B cell activation 
factor (BAFF)

Tumour promotion; also implicated in the 
aetiology of B cell malignancies

*Oncostatin M (OSM) Tumour progression

*Hepatocyte growth 
factor (HGF)

Tumour progression

*Recently reviewed by Tecchio et al.14

Chemokines and tumourigenesis
Chemokines are a group of low molecular weight chemotactic cytokines 
which promote the receptor-mediated migration of cells of the innate 
and adaptive immune systems. In the case of neutrophils, these cells 
are attracted to sites of tissue injury or infection by members of the 
sub-family of CXC/ELR-motif-positive chemokines (CXC denotes 
the presence of an intervening amino acid, X, between the first two 
conserved cysteine residues, while the ELR motif is a glu-leu-arg 
sequence preceding the first conserved cysteine residue). The various 
members of this chemokine sub-family are shown in Table 4, with the 
potent neutrophil chemoattractant IL-8 (CXCL8) predominating.

Table 4: Examples of neutrophil-targeted CXC/ELR+ chemokines

Systematic name Alternative name

CXCL1 Growth-related oncogene (GRO)-α

CXCL2 Growth-related oncogene (GRO)-β

CXCL3 Growth-related oncogene (GRO)-γ

CXCL5 Epithelial neutrophil-activating 
peptide-78 (ENA-78)

CXCL6 Granulocyte chemotactic protein-2 
(GCP-2)

CXCL7 Neutrophil-activating peptide-2 
(NAP-2)

CXCL8 Interleukin-8 (IL-8)

Notwithstanding production by cells of the innate and adaptive immune 
systems, CXC/ELR+ chemokines, especially IL-8, are also produced by 
various types of structural cells, including epithelial and endothelial cells, 
fibroblasts and smooth muscle cells. The major counter-receptor for 
these CXC/ELR+ chemokines is CXCR2 (IL-8 also interacts with CXCR1), 
which is expressed not only on neutrophils and mast cells, but also on 
epithelial and endothelial cells.12

Importantly, and aside from their primary role in neutrophil mobilisation, 
CXC/ELR+ chemokines and CXCR2 are also expressed by a diverse 
range of human cancers, including cancers of the breast, bladder, 
cervix, colon, liver, lymphatics, oesophagus, ovary, prostate and 
skin.12,13,42 In this setting, these chemokines drive tumour expansion via 
both autocrine and paracrine pro-proliferative interactions with CXCR2-
expressing tumour cells.12,13,42,43 In the case of oesophageal squamous 
epithelial cells, and probably other tumour cell types, CXCR2-mediated 
proliferation results from activation of the transcription factor early 
growth response-1.11 In addition, tumour neovascularisation is mediated 
via the pro-angiogenic activities of these chemokines, especially IL-8,12 
while the chronic influx of inflammatory cells exacerbates ROS-mediated 
oxidative damage to DNA and immunosuppression.

Neutrophil-derived proteases in tumour 
angiogenesis and metastasis
Neutrophil-derived proteases – specifically elastase and matrix metallo-
proteinase-9 (MMP-9) stored in primary and secondary/tertiary granules, 
respectively – have also been implicated in inflammation-associated 
tumour neovascularisation and invasion. Elastase has been reported to 
degrade the intercellular adhesion molecule cadherin,44 while MMP-9 is 
a potent inducer of angiogenesis and tumour metastasis.16,17

Neutrophil adhesion molecules in 
tumour metastasis
Notwithstanding the expression of counter-receptors for endothelial 
adhesion molecules by some types of tumours,2 pro-adhesive 
interactions between circulating neutrophils, albeit in an animal model 

Review Article  Neutrophils and cancer 
Page 3 of 6 



39 Volume 110 | Number 1/2
January/February 2014

South African Journal of Science  
http://www.sajs.co.za

of experimental liver metastasis, have also been reported to mediate 
delivery of tumour cells to distant sites.45 In this setting, neutrophil/tumour 
cell adhesion is mediated via interactions of the β2-integrin Mac-1 on 
neutrophils, with its counter-receptor, intercellular adhesion molecule-1 
(ICAM-1), on tumour cells.45

The aforementioned mechanisms of neutrophil/inflammation-mediated 
tumourigenesis are summarised in Figures 1 and 2.

Chronic inflammation (infective/non-infective)

Sustained neutrophil influx

ROS

DNA damage

Gene modifications

Carcinogenesis

Tumour promotion/progression

Ongoing exposure to neutrophil-derived: 

•	 ROS

•	 CXC/ELR+ chemokines

•	 cytokines

•	 proteases

Figure 1: Proposed mechanism by which chronic inflammation leads to 
oxidative damage to the DNA of bystander tissue cells as a re-
sult of the sustained release of reactive oxygen species (ROS) 
from infiltrating neutrophils. Tumour initiation is followed by 
promotion and progression as a result of ongoing exposure to 
neutrophil-derived pro-proliferative and pro-angiogenic media-
tors.

Inflammation-targeted chemotherapy and 
immunotherapy in cancer
The chemopreventive potential of aspirin in particular, and possibly 
other non-steroidal anti-inflammatory drugs (NSAIDs), in reducing 
the incidence of colorectal cancer, and possibly other cancers, 
such as those of the liver, lung, oesophagus and stomach, is well 
recognised.2,19,46-48 Although the underlying mechanism is presumed to 
be anti-inflammatory in origin, other mechanisms, such as attenuation of 
prostaglandin E2-mediated inhibition of tumour-targeted T lymphocytes, 
have also been proposed.2 In the case of therapy, the potential of NSAIDs 
as adjuncts to conventional anti-cancer therapies remains largely 
unknown, a possible exception being the use of aspirin in the treatment 
of colorectal cancer associated with PIK3CA gene mutations.49,50

Other potential pharmacological strategies include the use of inhibitors 
of MMP-9, although these have proved disappointing in phase 
II/III clinical trials in various types of malignancy,51 and, perhaps the 
most promising strategy albeit unproven in the clinical setting, the 
use of pharmacological antagonists of CXCR243 and possibly dual 
antagonists of CXCR1/CXCR2. In addition to these, other categories 
of pharmacological agent which target the pro-inflammatory activities 
of neutrophils include 14/15-membered macrolide antibiotics and 
inhibitors of type 4 phosphodiesterase (PDE), the predominant PDE in 
human neutrophils. Unlike corticosteroids, which have limited efficacy 
in controlling neutrophilic inflammation, macrolides and PDE4 inhibitors 
possess a range of neutrophil-targeted anti-inflammatory activities 

which have recently been described in detail elsewhere.52 Although 
untested with respect to their adjunctive potential as anti-inflammatory 
agents in cancer chemotherapy, it is noteworthy that novel macrolides 
and PDE4 inhibitors are currently under investigation for their direct anti-
tumour activities.53,54

Monoclonal antibody-based anti-inflammatory therapies include those 
which target VEGF in various types of metastatic cancer, a strategy which 
has enjoyed variable success.55-57 Although monoclonal antibodies 
which target neutrophil-mobilising cytokines such as TNF, IL-8 and, more 
recently, IL-17A58,59 have been proposed as adjunctive anti-inflammatory 
strategies in the therapy of cancer, inhibitors of CXCR2 appear to be a 
superior option.

Tumour cells

CXC/ELR+

chemokines

Autocrine interaction with 
CXCR2 on tumour cells

•	 Proliferation

•	 Migration

Interaction with CXCR2 
on neutrophil cells

Neutrophil influx

Release of:

•	 reactive oxygen species

•	 chemokines

•	 cytokines

•	 proteases

Tumour promotion and progression

Figure 2:  Proposed mechanism by which tumour-derived CXC/ELR+ 
chemokines exacerbate promotion and progression via the au-
tocrine induction of proliferation and metastasis, as well as by 
recruitment of pro-tumourigenic neutrophils. 

Conclusions
Although they are key players in innate host defence, human neutrophils 
are also inadvertent participants in the aetiology of inflammation-related 
cancers via the release of carcinogenic ROS and other mediators 
which contribute to tumour promotion and progression. Other types of 
cancer, which are not inflammatory in origin, also utilise inflammatory 
mechanisms to enhance their proliferative and invasive potential. The 
most significant of these mechanisms is the production of CXC/ELR+ 
chemokines. These chemokines not only recruit pro-tumourigenic 
neutrophils, but are also pro-proliferative and pro-metastatic via their 
autocrine interactions with CXCR2 expressed on tumour cells. These 
important insights into inflammation-associated mechanisms of 
tumourigenesis have enabled identification of potential anti-inflammatory 
adjunctive strategies to complement conventional anti-cancer 
therapies. However, given the range of neutrophil- and tumour-derived 
inflammatory mediators which contribute to tumourigenesis, selective 
targeting of a single mediator is unlikely to be successful. Although 
unproven in the clinical setting, selective antagonists of CXCR2, which 
target both neutrophils and tumour cells, represent a possible exception, 
as do NSAIDs, particularly aspirin. Preventive strategies include routine 
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intake of low-dose NSAIDs, immunisation against cancer-causing viral 
pathogens, early aggressive antimicrobial chemotherapy to eradicate 
chronic inflammation caused by microbial pathogens, and avoidance 
of pro-inflammatory aspects of lifestyle such as cigarette smoking and 
excessive exposure to ultraviolet radiation.
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A centrifugal microfluidic platform for 
point-of-care diagnostic applications

Microfluidic systems enable precise control over tiny volumes of fluid in a compact and low-cost form, thus 
providing the ideal platform on which to develop point-of-care diagnostic solutions. Centrifugal microfluidic 
systems, also referred to as lab-on-a-disc or lab-on-a-CD systems, provide a particularly attractive solution 
for the implementation of microfluidic point-of-care diagnostic solutions as a result of their simple and 
compact instrumentation, as well as their functional diversity. Here we detail the implementation of a 
centrifugal microfluidic platform – the first of its kind in South Africa – as a foundation for the development 
of point-of-care diagnostic applications for which both the need and impact is great. The centrifugal 
microfluidic platform consists of three main components: a microfluidic disc device similar in size and 
shape to a CD, a system for controlling fluid flow on the device, and a system for recording the results 
obtained. These components have been successfully implemented and tested. Preliminary test results show 
that microfluidic functions such as pumping and valving of fluids can be successfully achieved, as well as 
the generation of monodisperse microfluidic droplets, providing a complete centrifugal microfluidic platform 
and the building blocks on which to develop a variety of applications, including point-of-care diagnostics. 
The lab-on-a-disc platform has the potential to provide new diagnostic solutions at the point-of-need in 
health- and industry-related areas. This paves the way for providing resource limited areas with services 
such as improved, decentralised health-care access or water-quality monitoring, and reduced diagnosis 
times at a low cost.

Introduction
The technology of microfluidics entails the precise and automated control of very small volumes of fluids, usually 
on a nanolitre scale. A number of comprehensive reviews detail the advances that have been made in microfluidic 
technologies over the last 30 years.1,2 Microfluidic systems are often referred to as lab-on-a-chip systems or 
micro-Total-Analysis-Systems (microTAS), and are well suited to the development of point-of-care diagnostics3-5 
as these systems utilise a small sample to provide a compact and low-cost solution.

Centrifugal microfluidic systems, also referred to as lab-on-a-disc or lab-on-a-CD solutions, provide a particularly 
attractive solution for the implementation of microfluidic point-of-care diagnostic systems, specifically for 
biomedical applications.6 Centrifugal microfluidic technology makes use of a disc, similar in size and shape to a CD 
or DVD, to house microfluidic channels and features. A motor is used to rotate the microfluidic disc, transporting 
fluid radially outwards through the microfluidic device, and manipulating fluid by means of various microfluidic 
functions and features on the disc. Functions such as valving, mixing, pumping and separation of fluids can be 
readily achieved in centrifugal microfluidic systems by exploiting the forces responsible for fluidic control. Fluidic 
control in lab-on-a-disc microfluidics depends on centrifugal forces, Coriolis forces and capillary action.

Centrifugal force is the driving force for fluid transport in lab-on-a-disc systems and causes fluid to flow radially 
outward from the centre of the disc to the outer circumference. The centrifugal force can be mathematically 
described by 

f = -ρω x (ω x r) Equation 1

where ρ is the mass density of the fluid, ω is the rotational frequency and r is the radial position along the disc. 
The centrifugal force is particularly useful for facilitating fluid flow through a system, as well as for sedimentation 
or separation of a sample (centrifugation) and for compression of fluid.

The Coriolis force is the force moving perpendicular to the centrifugal force and is described by 

f = -2ρω x v Equation 2

where ρ is the mass density of the fluid, ω is the rotational frequency and v is the vector of flow velocity. The Coriolis 
force can be used for mixing of samples in a lab-on-a-disc microfluidic device, as well as for flow switching, or 
moving of a sample into a specific channel path (e.g. moving a sample into the left channel where a fork occurs 
in the main channel).

Capillary action is often used to balance the centrifugal force of a lab-on-a-disc system in order to create valves. 
Once the burst frequency – the rotational speed at which the centrifugal and capillary forces balance each other – is 
reached and the centrifugal force exceeds the capillary force, the valve will burst, releasing the fluid. The capillary 
force is described by 

f = 2σ/r cos θ Equation 3
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where σ is the surface tension, θ is the contact angle and r is the radius 
of the capillary. Capillary action is useful for valving of fluids as well as 
for volume metering, which is important in many biological assays. The 
reader is referred to a number of excellent reviews6-8 for more detailed 
explanations of the theory surrounding these forces and the application 
thereof to microfluidic functions. 

Centrifugal microfluidic systems are well suited to integrated point-of-care 
diagnostic systems – and have a number of advantages over existing 
microfluidic and other point-of-care diagnostic methods.7,9 The lab-on-
a-disc platform eliminates the need for active elements such as pumps, 
actuators and active valves. These components present a complex 
and costly challenge in many microfluidic systems.7,9 In centrifugal 
microfluidic systems, pumps, valves and other fluidic functions are 
achieved primarily using centrifugal forces, with only a small motor 
required to power the system. A high degree of parallelisation is also 
offered by centrifugal microfluidics, as numerous devices can be 
implemented on one disc as a result of radial symmetry. Examples of 
centrifugal microfluidic applications for biomedical diagnostics have 
been presented and include blood plasma separation10 and a variety of 
biological assay implementations.11-13

The simple, low-cost and multiplex nature of the lab-on-a-disc platform 
is further strengthened by the low-cost and rapid fabrication techniques 
that can be utilised to realise the disc devices. Simple layered designs 
manufactured from plastics and adhesives can be used to fabricate 
microfluidic discs quickly and effectively. Centrifugal microfluidic 
systems enable a variety of components from sample preparation 
through to detection to be implemented efficiently into an integrated 
microfluidic solution for point-of-care diagnostic applications.14

In addition to the low-cost implementation of the lab-on-a-disc platform, 
centrifugal microfluidics have the added benefit of an accelerated 
route to market, as they can be viewed as microfluidic applications 
that are compatible with various existing and commercially available 
technologies.15 Existing equipment such as CD players, DVD drives and 
laboratory centrifuges can be used to drive the microfluidic discs and 
analyse the results, eliminating the need for extensive development on the 
reader/actuator component of the point-of-care device. The compatibility 
of lab-on-a-disc devices with commercially available readers is of 
particular benefit for developing countries, as this compatibility enables 
a readily accessible solution where it is needed most. 

The work presented here details the implementation of a centrifugal 
microfluidic platform – the first of its kind to be established in South Africa 
– with the aim of enabling the development of point-of-care diagnostic 
applications. It is believed that this platform will have the potential to 
assist in addressing health-related issues in developing countries.

Initial applications of the centrifugal microfluidic platform are designed 
to showcase the platform and test the various components which are 
required for this implementation. This includes sample preparation 
steps for performing blood analyses, as well as investigation of diverse 
microfluidic applications such as droplet generation. 

The final goal of this platform development is to enable research and 
development activities towards the realisation of microfluidic-based 
point-of-care diagnostic solutions for South Africa.

Centrifugal microfluidic platform
The lab-on-a-disc platform consists of three main components: a 
microfluidic disc device, a system for controlling fluid flow on the device 
and a system to record the results obtained. These components have 
been successfully implemented into an integrated system including 
programmable spin cycles and both macro imaging and microscopy. 
The integrated components provide a complete centrifugal microfluidic 
platform on which to develop new and novel applications in fields such 
as point-of-care health diagnostics, environmental diagnostics and 
chemical and biological production.

Microfluidic disc design, manufacture and assembly
Centrifugal microfluidic disc devices can be designed using a computer 
aided design (CAD) program such as Solidworks or DesignCAD and 
manufactured in-house. The microfluidic discs were made from 
polycarbonate sheeting (Naxel, supplied by Maizey Plastics, Pretoria, 
South Africa) and pressure-sensitive adhesive (Flexmount DFM 200 
clear V-95 150 Poly H-9 V-95 400 H-9, Flexcon, supplied by Synchron, 
Johannesburg, South Africa), assembled in layers. The various features 
of the microfluidic disc, including channels and chambers, were 
machined using different materials and methods. The polycarbonate 
layers were machined using a milling machine (ProtoMat S63, LPKF 
Laser and Electronics, supplied by Cadshop (Pty) Ltd, Johannesburg, 
South Africa), while the pressure-sensitive adhesive layers were cut out 
using a vinyl cutter plotter (Roland GX-41 CAMM 24” x 12”, supplied 
by Telpro Management, Johannesburg, South Africa). Individual pieces 
were then assembled and pressed together using a cold roll laminator 
(ML25, Drytac, supplied by MyBinding, Hillsboro, OR, USA) to produce 
the finished microfluidic disc device. 

Figure 1 shows the microfluidic disc manufacture process and the 
relevant equipment and materials required.

Milling machine Vinyl cutter

Adhesive layers
(100 µm thick) 

Polycarbonate layers
(1 mm thick) 

Assembly/alignment

Laminator/roller press

Assembly complete

Figure 1: Illustration of microfluidic disc manufacture and assembly process.

Fluid control and analysis of disc
After assembly of the device, the disc was tested using a system that 
consists of a motor to rotate the disc, as well as an image capturing 
unit that allows for a picture of an area of interest to be captured for 
each revolution of the disc. Different rotational speeds and timing cycles 
were used to implement various fluidic functions (including valving, 
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mixing, sedimentation, separation and compression) by exploiting 
centrifugal forces.

Figure 2 shows the disc testing set-up that was assembled to enable fluid 
control on the microfluidic disc and imaging of the device as it rotates 
to enable results of the fluidic functions on the disc to be recorded. 
A schematic representation of the test set-up is given in Figure 2a, with 
a photograph of the laboratory set-up given in Figure 2b.

A motor and controller (Smartmotor SM3450D, supplied by Animatics, 
Memmingen, Germany) were used to control the rotation of the 
microfluidic disc. An imaging set-up, consisting of an optical sensor 
(D10DPFP, Banner, supplied by RET Automation Controls (Pty) Ltd, 
Johannesburg, South Africa), fibre optic cable (0.5 mm Fiber Plastic, 
Banner, supplied by RET Automation Controls), a CMOS camera (DFK 
22BUC03, supplied by The Imaging Source, Bremen, Germany) and lens 
(C1614-M(KP), The Imaging Source), as well as a strobe light (DT-311A 
Stroboscope, Shimpo, supplied by Resonance Instruments (Pty) Ltd, 
Johannesburg, South Africa), was constructed. The optical sensor 
and fibre optic cable served as a trigger to the camera and the strobe 
light to allow for a clear still image to be captured each time the disc 
completed a revolution. A small piece of reflective tape was attached to 
the microfluidic disc to be tested to allow the transmitted light from the 
optical sensor to be reflected into the receiver of the optical sensor, in 
turn triggering the camera to capture an image, and triggering the strobe 
light to illuminate the region of interest on the microfluidic disc, ensuring 
that a clear still image was captured.

The user controls the rotation of the microfluidic disc or spin cycle via a 
user interface on a PC. The user can program the speed, acceleration, 
deceleration and timing cycles of the disc to automate fluidic functions 
on the microfluidic disc.

Platform and scale-up costs
The lab-on-a-disc platform allows for rapid, low-cost prototyping and 
testing of microfluidic disc devices, as the equipment and materials 
required are low cost and/or available in-house. Equipment such as the 
milling machine and vinyl cutter are common items in many mechanical 
laboratories. Excluding the equipment which was already available 
in-house, the costs to produce a complete centrifugal microfluidic 
system amounted to R25 000. The cost of materials for the disc devices 
amounted to R500/m2 and R10 per prototype disc device.

A comparison of system integration criteria for various microfluidic 
technologies16 shows that centrifugal microfluidic systems rank highly 
as viable, low-cost solutions for integrated lab-on-a-disc systems.16 
Sin et al.’s figure 9 illustrates that centrifugal microfluidic systems are 
second only to paper or capillary-based microfluidic systems in terms of 
cost, and perform well in other important areas such as throughput and 
diversity, which would be favourable for point-of-care devices.

Although the lab-on-a-disc system is in the early stages of development, 
scale-up of the system is an ongoing consideration. Low-cost fabrication 
of plastic disc devices in high volumes is achievable through readily 
available manufacturing technologies, while the device for controlling the 
disc and performing tests is envisioned as a compact system housing 
a simple motor and measurement mechanism. Scale-up will continue 
to be considered and developed based on the desired end application 
of the system.

To ensure the successful development of the lab-on-a-disc system 
into a viable medical diagnostic product, medical device regulatory 
requirements will be an important consideration. Role players in the 
regulatory environment are currently being engaged to determine the 
requirements for the South African market.
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Figure 2: (a) Schematic of the components required for fluidic control and imaging of the disc device and (b) the integrated testing system set-up.
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Results
Initial applications of the complete centrifugal microfluidic platform 
were implemented to illustrate the process carried out from design to 
analysis of a lab-on-a-disc system. The first example demonstrates 
basic fluidic functions on the disc such as introduction, valving and 
combining of fluids, and illustrates potential diagnostic applications for 
manipulation of biological samples such as blood. The second example 
demonstrates microfluidic droplet generation using the centrifugal 
microfluidic platform. 

Basic fluidic functions
To demonstrate basic fluidic functions, a simple microfluidic disc 
design was formulated to allow for a sample and a sample reagent to be 
introduced separately, added together at different times, and combined, 
with an overflow chamber for excess solution. For the purposes of 
illustration, a yeast solution was used to simulate blood, while the 
reagent was a staining solution commonly used to stain blood cells for 
visualisation and performing manual blood cell counting. The use of a 
yeast solution as a proxy also allowed the sedimentation or separation of 
particles in fluids to be illustrated by the centrifugal microfluidic system. 

Figure 3 shows the microfluidic features of the disc design used to 
achieve the desired fluidic functions. Four identical microfluidic systems 
were designed and manufactured on one disc. The microfluidic channels 
are 1 mm wide and 100 µm deep, while the chambers have a depth of 
1.2 mm and vary in width and length. The vent holes have a diameter 
of 1 mm.

Chamber 2: 
yeast (blood 
simulant)

Sedimentation chamber

Overflow/waste 
chamber

Chamber 1: 
staining reagent

15 mm

Figure 3: Microfluidic disc design to illustrate the introduction, combi-
nation and sedimentation of samples and reagents, with 
applications for blood testing.

Figure 4 shows the complete composition of the microfluidic disc 
manufactured from three layers (first, third and fifth layers) of 1-mm thick 
polycarbonate and two layers (second and fourth layers) of 100-µm 
thick pressure-sensitive adhesive. Sample inlet holes and air vent holes 
are situated on the top polycarbonate layer, the chambers are situated in 
the middle polycarbonate layer and both the pressure-sensitive adhesive 
layers and the channels are situated in the bottom pressure-sensitive 
adhesive layer.

Polycarbonate layer 
(vents/inlets)
Adhesive layer 
(chambers)

Polycarbonate layer 
(chambers)
Adhesive layers 
(chambers/channels) 

Polycarbonate layer 
(bottom)

20 mm

Figure 4: Illustration of the multilayered centrifugal microfluidic disc device.

The blood simulant solution was made from 10 mg dry baker’s yeast 
in 100 mL deionised water to yield a similar concentration of cells to 
that of white blood cells found in a human blood sample. The staining 
reagent was a 2% acetic acid solution with 1 mg crystal violet in 100 mL 
deionised water – a standard white blood cell reagent commonly used to 
lyse red blood cells and stain the nuclei of white blood cells for manual 
white blood cell counting.

Approximately 70 µL of both the staining solution and the yeast solution 
were pipetted into chambers 1 and 2, respectively, via the inlet holes on 
top of the chamber openings (Figure 3). The microfluidic disc was then 
placed on the motor spindle of the centrifugal microfluidic platform set-
up for testing of the fluid functions.

The motor was controlled through the SmartMotor Interface software 
issued with the motor hardware. The motor was set to operate at a 
constant velocity to enable continuous rotation of the disc on the motor 
spindle. For each change in the speed of the rotating disc, an acceleration 
of 350 rpm2 was used. Figure 5a shows a sequence of images of the 
microfluidic disc rotating at various speeds to achieve different fluidic 
functions. Figure 5b shows the corresponding sketches of each of the 
images in Figure 5a to illustrate the fluidic operations for each step. In 
Figure 5a, the yeast solution is visible as a bright white colour, while the 
staining reagent is a deep blue/purple. 

100 rpm100 rpm

320 rpm320 rpm

200 rpm200 rpm

350 rpm350 rpm

280 rpm280 rpm

500 rpm500 rpm

a b

Scale bar = 3 mm

Figure 5: The microfluidic disc at various spin speeds to illustrate timed valving and combining of fluids: (a) images of the disc device captured using the 
experimental set-up and (b) corresponding sketches to illustrate the fluid interactions for each of the images in (a).
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The motor was initially set to rotate at a speed of 100 rpm. Referring to 
Figure 5, it can be seen that, at this speed, no fluid movement occurs 
and both the yeast solution and the staining reagent stay in the inlet 
chambers into which they were introduced. At 200 rpm, the fluid in both 
the inlet chambers starts to compress and is pushed to the bottom of 
the chambers. At a slight increase in rotational speed up to 280 rpm, 
the staining solution from chamber 1 is released via a channel into 
the sedimentation chamber. The fluid is released as a result of the 
centrifugal force exceeding the capillary force – commonly referred to 
as the burst frequency. Increasing the speed further to 320 rpm causes 
the yeast solution from chamber 2 to prime the connecting channel to 
the sedimentation chamber. At a slightly higher speed of 350 rpm, the 
yeast solution from chamber 2 is released fully into the sedimentation 
chamber, combining with the staining reagent. At 500 rpm, the inlet 
chambers have been completely emptied and the fluid is combined in 
the sedimentation chamber.

Figure 6 illustrates the sedimentation of fluids in the microfluidic 
disc, again by making use of the yeast solution as it contains cells or 
particulate matter. Fluids were introduced into the same disc design in 
the same manner as in Figure 5. In this example, the yeast solution used 
was a higher concentration (approximately 10 g dry baker’s yeast in 
100 mL deionised water) for ease of visualisation of the sedimentation 
process. This concentration is also similar to the concentration of both 
red and white blood cells found in a sample of human blood. The staining 
reagent used was again a 2% acetic acid solution with 1 mg crystal violet 
in 100 mL deionised water.

350 rpm

350 rpm

500 rpm

500 rpm

700 rpm

700 rpm

a

b

Scale bar = 3 mm

Figure 6: The microfluidic disc at various spin speeds to illustrate 
sedimentation of fluids: (a) images of the disc device captured 
using the experimental set-up and (b) corresponding sketches 
to illustrate the fluid interactions for each of the images in (a). 

A sequence of images from the rotating disc device are shown in Figure 
6a, with corresponding sketches of the fluidic operations for each of 
these images illustrated in Figure 6b. At 350 rpm, both the yeast solution 
and the staining reagent are in the process of being released into the 
sedimentation chamber, as in Figure 5. However, Figure 6 clearly 
illustrates, as a result of the higher concentration of yeast, how the fluids 
combine in the sedimentation chamber. Although the yeast solution is 
released after the staining reagent, the yeast solution starts to move to 
the bottom of the sedimentation chamber as a result of the centrifugal 
forces. At an increased speed of 500 rpm, sedimentation of the yeast 
solution from the staining reagent is clearly visible, and at 700 rpm the 
inlet chambers have been completely emptied into the sedimentation 
chamber and compressed sedimentation of the yeast solution is visible. 
Again, the acceleration used for the adjustment of each rotational speed 
was 350 rpm2. 

Microfluidic droplet generation
After successfully demonstrating the implementation of basic fluidic 
functions from design through to analysis on the centrifugal microfluidic 
platform, microfluidic droplet generation using the centrifugal microfluidic 
platform was also investigated. Droplet generation in microfluidic devices 
is an extensive area of research with a vast number of applications, and 
has been summarised in a number of useful reviews.17,18 

A large poly(methyl methacrylate) (PMMA) disc was designed and 
manufactured to house existing droplet generation devices (Figure 7). 
The droplet generation devices, which produce monodisperse droplets, 
are currently being used for the production of self-immobilised 
enzymes, which would find application in chemical, food, textile and 
other industries. 

a

b

Figure 7: (a) Microscope set-up for capturing images of the droplet 
generation experiments, and (b) a close-up of the disc used to 
house the polydimethylsiloxane droplet-generation devices.
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The existing droplet generation devices are made out of poly-
dimethylsiloxane (PDMS) using soft lithography techniques to 
manufacture micro-channel features. The PDMS layer that houses 
the micro-channels is bonded to a glass slide to create a complete 
microfluidic device for testing. Typically these devices are tested using 
syringe pumps to introduce fluid to the devices. Desired flow rates can 
be programmed into the syringe pumps. For testing the PDMS droplet 
generation devices using the centrifugal microfluidic platform, the 
microfluidic devices were manufactured with relatively large reservoirs 
(8-mm diameters), allowing for a larger volume of fluid to be stored on 
the microfluidic disc and used during a droplet generation experiment.

A microscope set-up was implemented using various attachments 
connected to the CMOS camera (DFK 22BUC03, The Imaging Source) of 
the centrifugal microfluidic platform. The microscope set-up consisted 
of (in the order in which they were connected to the CMOS camera): 
a SM1 to C mount adaptor (SM1A9, supplied byThorlabs, Newton, 
NJ, USA), a tube lens (AC254-030-A-ML, Thorlabs), two lens tubes 
(SM1ZM, SM1L40, Thorlabs), an RMS adaptor (SM1A3, Thorlabs), 
and a microscope objective (UPLFLN 4X, Olympus, supplied by Wirsam 
Scientific and Precision Equipment (Pty) Ltd, Johannesburg, South 
Africa). This set-up enabled images of the droplet generation on the 
rotating microfluidic disc to be captured (Figure 7). The large PMMA disc 
allowed for PDMS devices to be mounted on the centrifugal microfluidic 
platform. The reservoirs on the PDMS devices were filled with mineral 
oil as the continuous phase and blue dye in deionised water as the 
droplet phase.

Figure 8 shows the design of the droplet generation device manufactured 
from PDMS. The channel widths of the PDMS device are 100 µm at the 
inlets and 400 µm at the outlet. The depth of the device is 70 µm.

oil water

400 µm

100 µm

Figure 8: Design of the droplet-generation device used to generate 
droplets on the centrifugal microfluidic platform.

The PDMS devices were mounted to the PMMA disc with the reservoirs 
filled with mineral oil (with surfactant 3% by weight of Span 80) and 
deionised water with blue dye and observed at varying rotational speeds. 
At approximately 550 rpm, monodisperse water droplets in an oil phase 
were produced with high stability (Figure 9).

Scale bar = 400 µm

Figure 9: Water-in-oil droplet generation demonstrated on the centrifugal 
microfluidic platform, with the disc rotating at a speed of 
550 rpm. 

Discussion
The centrifugal microfluidic platform was successfully assembled. The 
design, manufacture and assembly processes were then successfully 
implemented and tested. The microfluidic disc control and analysis 
set-up was also successfully established, with hardware and software 
interfaces designed and implemented. A complete design-to-analysis 
example was developed, which illustrated the success of the integration 
of the various components of the centrifugal microfluidic platform. The 
ability of the centrifugal microfluidic platform to implement diverse 
microfluidic functions was illustrated by generating monodisperse water 
droplets in oil.

The results of the microfluidic disc example illustrate microfluidic 
functions as would be required for diagnostic applications, with 
particular relevance to blood tests. The microfluidic disc example 
illustrates that a biological sample can be added to an inlet chamber, 
with an appropriate sample preparation reagent – such as a lysing and/
or staining reagent – contained in a separate chamber on the disc. The 
sample and reagent can then be added together in a controlled manner 
and contained for a required period of time. 

Sedimentation of particles in fluids can also readily be achieved using 
the centrifugal microfluidic platform and could be useful in various 
diagnostic applications where cells need to be separated out of a 
sample. Sedimentation using the centrifugal microfluidic platform could 
be of use in blood tests in which plasma and blood cells are required 
to be separated, for example for the packed cell volume or haematocrit 
tests which form part of a full blood count, as well as for various other 
assays which make use of plasma as a sample. 

The results of the droplet generation experiments illustrate that 
monodisperse droplets can be generated on the centrifugal microfluidic 
platform with high stability. This example also illustrates the ease with 
which existing PDMS microfluidic devices with fine microfluidic features 
can be integrated with the centrifugal microfluidic platform. A low-cost 
and simple microscope system was established for the centrifugal 
microfluidic platform, creating a basis on which to test and observe a 
variety of microfluidic devices at a high level of detail.

Microfluidic functions can be implemented on the centrifugal microfluidic 
platform with relative ease. In addition, the microfluidic disc manufacture 
process is simple, rapid and low cost, making it an ideal disposable 
component for point-of-care applications as well as allowing for rapid 
development of devices as a result of efficient prototyping. In addition, 
the radial symmetry of the microfluidic discs lends itself to multiplexed 
applications, where an array of tests can be carried out simultaneously 
on one disc. Similarly, a number of identical tests for different samples 
can be carried out on the same disc at the same time, increasing the 
throughput for the desired diagnostic application.

Fluid actuation of the lab-on-a-disc system is also simple and robust, 
using only a motor rotating at various speeds to achieve a vast array 
of functionality. The centrifugal microfluidic platform thus also has the 
potential to be developed into a compact, robust and simple system, 
ideally suited to point-of-care applications.

Conclusion
The lab-on-a-disc centrifugal microfluidic platform is a first of its kind in 
South Africa and has the potential to provide new diagnostic solutions at 
the point-of-need in health and industry-related areas. This potential can 
pave the way for providing resource-limited areas with services such as 
improved, decentralised health-care access or water-quality monitoring, 
and reduced diagnosis times at a low cost.

Acknowledgements
This work was made possible by the BioMEMS group at the University 
of California, Irvine (UCI) in the USA, who shared their expertise in the 
field of centrifugal microfluidics. The Council for Scientific and Industrial 
Research provided funding and support for this research. 

Research Article Centrifugal microfluidic platform for point-of-care diagnostics 
Page 6 of 7 



48 Volume 110 | Number 1/2
January/February 2014

South African Journal of Science  
http://www.sajs.co.za

Authors’ contributions
S.H. was responsible for setting up the platform in South Africa and 
for conducting experiments and recording results. S.H. designed and 
manufactured the devices and platform interfacing hardware. K.L. 
provided guidance and conceptual contributions towards the platform 
design and implementation. H.K. and M.M. provided expertise and 
training on the platform fundamentals based on their facilities and 
research in the USA. S.H. and K.L. wrote the manuscript.

References
1. Haeberle S, Zengerle R. Microfluidic platforms for lab-on-a-chip applications. 

Lab Chip. 2007;7:1094–1110. http://dx.doi.org/10.1039/b706364b

2. Mark D, Haeberle S, Roth G, Von Stetten F, Zengerle R. Microfluidic lab-on-
a-chip platforms: Requirements, characteristics and applications. Lab Chip. 
2010;39:1153–1182.

3. Chin C, Linder V, Sia, S. Lab-on-a-chip devices for global health: Past 
studies and future opportunities. Lab Chip. 2007; 7:41–57. http://dx.doi.
org/10.1039/b611455e

4. Lee W, Kim Y-G, Chung B, Demirci U, Khademhosseini A. Nano/Microfluidics 
for diagnosis of infectious dieseases in developing countries. Adv Drug Deliver 
Rev. 2010;62:449–457. http://dx.doi.org/10.1016/j.addr.2009.11.016

5. Yager P, Edwards T, Fu E, Helton K, Nelson K, Milton R, et al. Microfluidic 
diagnostic technologies for global public health. Nature. 2006;442:412–418. 
http://dx.doi.org/10.1038/nature05064 

6. Gorkin R, Park J, Siegrist J, Amasia M, Lee B, Park J-M, et al. Centrifugal 
microfluidics for biomedical applications. Lab Chip. 2010;10:1758–1773. 
http://dx.doi.org/10.1039/b924109d

7. Madou M, Zoval J, Jia G, Kido H, Kim J, Kim N. Lab on a CD. Annu Rev 
Biomed Eng. 2006;8:601–628. http://dx.doi.org/10.1146/annurev.
bioeng.8.061505.095758

8. Ducree J, Haeberle S, Lutz S, Pausch S, Von Stetten F, Zengerle R. The 
centrifugal microfluidic Bio-Disk platform. J Micromech Microeng. 
2007;17:S103–S115. http://dx.doi.org/10.1088/0960-1317/17/7/S07

9. Sin M, Gao J, Liao J, Wong P. System integration – A major step toward lab 
on a chip. J Biol Eng. 2011;5(6):1–21. 

10. Amasia M, Madou M. Large-volume centrifugal microfluidic device for blood 
plasma separation. Bioanalysis. 2010;2(10):1701–1710. http://dx.doi.
org/10.4155/bio.10.140

11. Chen H, Li X, Wang L, Li P. A rotating microfluidic array chip for staining assays. 
Talanta. 2010;81:1203–1208. http://dx.doi.org/10.1016/j.talanta.2010. 
02.011

12. Duffy D, Gillis H, Lin J, Sheppard N Jr, Kellog J. Microfabricated centrifugal 
microfluidic systems: Characterization and multiple enzymatic assays. Anal 
Chem. 1999;71:4669–4678. http://dx.doi.org/10.1021/ac990682c

13. Noroozi Z, Kido H, Peytavi R, Nakajima-Sasaki R, Jasinskas A, Micic 
M, et al. A multiplexed immunoassay system based upon reciprocating 
centrifugal microfluidics. Rev Sci Instrum. 2011;82:064303. http://dx.doi.
org/10.1063/1.3597578

14. Siegrist J, Peytavi R, Bergeron M, Madou M. Microfluidics for IVD analysis: 
Triumphs and hurdles of centrifugal platforms. Part 3: Challenges and 
solutions. IVD Technology DX Directions. 2010;Spring:22–26. 

15. Mark D, Von Stetten F, Zengerle R. Microfluidic apps for off-the-shelf 
instruments. Lab Chip. 2012;12:2464–2468. http://dx.doi.org/10.1039/
c2lc00043a

16. Sin MLY, Gao J, Liao JC, Wong P. System Integration – A major step toward 
lab on a chip. J Biol Eng. 2011;5:6. http://dx.doi.org/10.1186/1754-1611-5-6

17. Teh S-Y, Lin R, Hung L-H, Lee A. Droplet microfluidics. Lab Chip. 
2008;8(2):198–220.

18. Huebner A, Sharma S, Srisa-Art M, Hollfelder F, Edel J, DeMello A. 
Microdroplets: A sea of applications? Lab Chip. 2008;8:1244–1254.

Research Article Centrifugal microfluidic platform for point-of-care diagnostics 
Page 7 of 7 



49 Volume 110 | Number 1/2
January/February 2014

South African Journal of Science  
http://www.sajs.co.za

Research Article The SpecUP educational spectrophotometer
Page 1 of 5 

Shedding light on spectrophotometry:  
The SpecUP educational spectrophotometer

Students often regard laboratory instruments as ‘black boxes’ which generate results, without understanding 
their principles of operation. This lack of understanding is a concern because the correct interpretation of 
analytical results and the limitations thereof is invariably based on an understanding of the mechanism 
of measurement. Moreover, a number of tertiary institutions in Africa have very limited resources and 
access to laboratory equipment, including that related to the field of photonics, which prevents students 
from acquiring hands-on practical experience. We address both of these challenges by describing how 
students can assemble a novel, low-cost spectrophotometer, called the SpecUP, which can then be 
used in a range of experiments. The same kind of information can be generated as that obtained with 
costly commercial spectrophotometers (albeit of a lower quality). With the SpecUP, students also have 
the opportunity to vary instrumental parameters and to observe the effects these changes have on their 
experimental results, allowing for enquiry-based learning of spectroscopic principles. The results obtained 
for some chemistry-related spectrophotometric experiments are described for each of the two operational 
modes of the SpecUP, although the instrument can be applied in fields ranging from physics to biochemistry. 

Introduction
Spectroscopy forms an integral part of many undergraduate courses, in fields ranging from chemistry to physics to 
biochemistry. Spectrophotometers are therefore widely used in the practical portion of these courses. Problems in 
this regard arise with an increase in student numbers at tertiary institutions, especially if this increase is combined 
with a limited budget for capital equipment, which leads to students typically having to work in large groups 
during practical sessions or, at worst, to students merely observing a demonstrated experiment. Technology has 
progressed such that the variation of instrumental components within modern equipment has become largely 
electronically controlled, which has prevented students from obtaining hands-on knowledge relating to the 
operating principles of modern equipment. 

Therefore, we designed and developed a spectrophotometer which would afford students the opportunity to 
discover and understand the concepts of spectrophotometry. The most important requirements for the final design 
included: that the instrument could be provided to universities as a kit containing components to be assembled by 
the students; that the settings of the components of the instrument could be manually varied by the student; that 
the instrument be sufficiently rugged to withstand repeated use; that the instrument generate experimental data 
of sufficiently good quality to be used in spectroscopy-related applied experiments; that building the electronic 
component of the instrument should not be the focus of the experiment; and, finally, that the cost of the instrument 
be significantly lower than that of commercially available instruments. 

The concept of a ‘build your own’ spectrophotometer was based on a publication by Tavener and Thomas-Oates1, 
which involved the use of a light emitting diode (LED) with a prism in front of a slit as a light source, and a 
light-dependent resistor (LDR) as a detector. The construction and accompanying electronics of their design are 
simple enough to allow for cost-effective assembly of the instrument, which made it a suitable starting point for 
the development of our design. However, their spectrophotometer does not allow for the movement of individual 
components, therefore we decided to modify the design to meet this requirement as well as to remove the focus 
from the construction of the electronic component of the instrument. Other spectrophotometer designs reported 
in the literature were far more complicated, especially with regard to the electronics, and were therefore not 
considered further.2 

A first prototype was made in order to assess whether useful experimental results could be obtained from a 
spectrophotometer of very simple and cheap design, and to establish the components required, the spacing thereof 
and the size of the resulting instrument. The prototype was constructed largely out of black cardboard with plastic 
components (such as the lens, sample cell and slider mechanisms) (Figure 1). A LDR was placed behind the 
cuvette as a detector and the LED light source was built into an electric circuit based on that of Tavener and 
Thomas-Oates1, as shown in Figure 2. The circuit contained a plug for the LEDs in order to allow for interchange 
of different coloured components. Encouragingly, useable results for a number of experiments were obtained with 
this model, including the generation of absorption spectra. The configuration of a more robust final prototype was 
then decided on, which led to the construction of the novel SpecUP. 

LED 
holder

LED 
holder

Aperture

Lens
Diffraction 
grating

Slit a b c

Figure 1: The first spectrophotometer prototype: (a) schematic layout of the optical plate and (b) an overhead view 
and (c) side view of the optical set-up.
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Design of the SpecUP
The SpecUP consists of either a white or coloured LED as the light 
source, a lens to focus the light, a diffraction grating with a slit which 
serves as a monochromator when a coloured LED is not used, and a 
LDR as detector (Figures 3 and 4). These components are mounted on 
a retractable bar consisting of three parts that can move independently: 
the LED on the first part, the lens and grating on the second, and the 
slit, cuvette holder and LDR on the third. The printed electronic circuit 
(Figure 2) equipped with 9 V batteries is used to supply the LED with 
power and to convert the resistance of the LDR to a voltage in the 1 V 
range. To measure the voltage, a low-cost commercial multimeter 
is used. 

The SpecUP must be kept in the dark during operation because stray light 
can significantly influence the results. We therefore designed a tent-like 
cover of thick black cloth to fit over the SpecUP. The cover is light-tight 
and easily transportable and has a clear plastic window which allows for 
the viewing of experiments and can be covered with a flap (Figure 5).

The components of the SpecUP can be packed into a box of approximately 
500 mm × 200 mm × 200 mm. Students could be responsible for 
assembling the SpecUP as part of their experimental report. 

The estimated cost of the components is less than R500, which is 
significantly lower than the cost of commercial instruments, which are 
in the order of R30 000. The cost of many of the individual components 
of the SpecUP would in fact be reduced if purchased in bulk to prepare 
more spectrophotometer kits. 
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Figure 2: The electronic circuit diagram for the spectrophotometer, used for both the first prototype and the SpecUP (based on Tavener and Thomas-Oates1).

LED

LED

Lens grating 

Lens grating 

10-125 mm

400 mm 290 mm

50-160 mm

Side view

Top view

110-240 mm

100 mm 340 mm 30 mm 20 mm

Fully extended: 800 mm

Fully contracted: 540 mm

70- 200 mm

Cuvette LDR

Cuvette LDR

Figure 3: Schematic diagram of the (a) overhead view and (b) side view of the SpecUP.
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Figure 5: Housing of the spectrophotometer: (a) a black tent-like cover 
maintains the SpecUP in darkness during operation and 
(b) a clear plastic window enables the spectrophotometer 
components to be viewed.

Operation of the SpecUP
The SpecUP can be operated in two modes, which differ in the light 
source employed and the consequent requirement of incorporating a 
diffraction grating or not. Both modes are briefly described here and 
examples of experimental results achieved in each mode are provided. 

Mode 1
In the first mode, no diffraction grating is needed. The colour of the sample 
or standard solution is judged by eye and a LED of complementary 
colour is used. The sample holder is lowered (or the long threaded rod 
is replaced with a shorter one) until the slit is directly in the path of 
the LED beam. The two parts of the retractable bar are shifted relative 
to each other until the light is focused at the slit. The cuvette is rinsed 
thoroughly and is then filled with distilled water (or another solvent if 
appropriate) and is placed in the cuvette holder. The SpecUP cover is 
placed carefully over the SpecUP and the bottom flaps are folded flat to 
prevent light ingress. The voltage (Vsolvent) is measured, followed by the 
voltages obtained when the cuvette is sequentially filled with a range 
of suitable standard solutions of the coloured compound of interest in 
known concentrations. The voltage of a sample of the same compound 
of an unknown concentration is then recorded. In each case, correction 
is made for Vdark, which is the voltage reading obtained when the LED 
is off. The results obtained from the standard solutions are used to 
construct a calibration curve, and the concentration of the unknown 
sample is determined from the equation of the regression line for the 
linear region of the curve obtained for more dilute solutions. 

An example of a simple experiment based on using the SpecUP in 
Mode 1 is the determination of the linear range of absorbance versus 
concentration for aqueous solutions of food colourants, which may serve 
as a practical introduction to spectroscopy and to the Beer–Lambert Law. 
A LED of a complementary colour to the food colourant is used (e.g. a 
red LED is used for green food colourant solutions). Voltage readings are 
used to calculate the transmittance of the solutions by Equation 1 (where 
Psample and Psolvent are the power of the light after it has passed through 
the sample and solvent, respectively); transmittance is then converted to 
absorbance using Equation 2.

T = = 
P sample V sample – V dark

P solvent V solvent – V dark  Equation 1

A = –logT Equation 2

Examples of the absorbance values obtained for sequentially diluted 
solutions are shown in Figure 6. It is evident that excellent linearity was 
achieved at lower colourant concentrations (between 0 and 7 drops of 
colourant per 100 mL water).
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Figure 4: Components of the SpecUP spectrophotometer: (a) printed circuit board with batteries, (b) LED light source, (c) lens and diffraction grating, (d) slit 
and sample holder with sample, (e) adjustment of the slit position and (f) light separation at the slit. (g) Side view of the SpecUP.
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Figure 6: Absorbance values obtained for aqueous solutions of green 
food colourant using a red LED and the SpecUP in Mode 1: (a) 
linear and non-linear regions and (b) linear response obtained 
for lower colourant concentrations.

The SpecUP operated in Mode 1 with a blue LED was also successfully 
employed in the determination of the reaction kinetics of the iodine clock 
reaction (not reported on here). 

Mode 2
In the second mode, the diffraction grating is used together with a white 
LED. The height of the sample holder is changed until the first light on 
either one of the edges of the diffraction spectrum barely shines through 
the slit (refer to Figure 4f). Vsolvent followed by Vsample are recorded and 
are corrected for Vdark. The nut on top of the sample holder (visible in 
Figure 4d) is loosened and the wingnut underneath the sample holder is 
turned through 360° so that a particular colour of light shines through 
the slit. The voltage of both the solvent and sample is measured for the 
new slit position, in order to determine the absorbance. This process is 
repeated until light on the far side of the spectrum barely shines through 
the slit. In order to calibrate the slit, the number of wingnut turns to reach 
various colours is noted and a calibration curve of wavelength (being 
the mean wavelength of the particular colour) versus number of turns 
is constructed (Figure 6). This calibration curve is then used to convert 
the number of wingnut turns (the independent variable) to wavelength. 
It is acknowledged that there is not a linear relationship between these 
variables; however, this simple, rough approximation provides useable 
results over the narrow range of angles employed, as is evident from 
Figure 7.

The SpecUP was operated in Mode 2 in order to obtain the absorbance 
spectrum of a solution of potassium permanganate. The absorbance of 
the solution for each wingnut position was obtained in the same manner 
as that described for Mode 1, but a white LED was used in conjunction 
with the diffraction grating. The spectrum of absorbance versus 
wavelength (Figure 8) was plotted after the number of wingnut turns had 
been converted to wavelength by means of a calibration graph such as 

that shown in Figure 7. The experiment was repeated three times in order 
to assess the repeatability of the method and its precision. From Figure 8 
it is clear that the results achieved with the SpecUP were comparable 
to that obtained by a commercial instrument, although some of the fine 
spectral structure was lacking. The maximum absorbance wavelength 
can be determined from the SpecUP experiment, and used to determine 
the concentration of potassium permanganate in solutions of unknown 
concentrations by comparison of their absorbance values with those 
of standard solutions. The repeatability was also very good despite the 
rudimentary wingnut approximation employed.
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Figure 7: Calibration curve for wavelength as a function of the number 
of half turns of the cuvette sample holder wingnut obtained by 
using the SpecUP in Mode 2.
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Figure 8: Comparison among the absorbance spectra of an aqueous 
potassium permanganate solution obtained using the SpecUP 
in Mode 2 (three replicates) and a commercial spectrophotom-
eter, showing the spectral detail and repeatability obtained.

Conclusion
The SpecUP is not intended to be an accurate analytical instrument 
but an educational spectrophotometer. However, the sensitivity of the 
SpecUP is good enough to determine concentrations to within a few per 
cent. An absorbance spectrum of a potassium permanganate solution 
could be obtained which resembled that acquired with a commercial 
instrument; however, the finer spectral details could not be resolved. 
Modifications could be made to the SpecUP to enhance the experimental 
data which it can produce, such as improving the quality of the optical 
components employed.

A limitation of the SpecUP is that the path length of incident light through 
the sample varies with changes in the cuvette height. As the height of the 
sample holder is increased, the path length of the light also increases, 
which, according to the Beer–Lambert Law, increases the absorbance. 
Students should be encouraged to discover this effect and could suggest 
means of compensating for it as part of their experiments.
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It is recommended that experimental methods include sections relating 
to the effect of changing experimental parameters (such as lens and 
sample positions) on the experimental results obtained, in order to fully 
utilise this important functionality of the SpecUP. The SpecUP enables 
students to probe topics such as accuracy, precision, resolution, 
sensitivity and selectivity. These variables, as well as possible sources 
of experimental error and the limitations of each experiment, should be 
addressed by students in their laboratory reports. 

The illustrative experiments which were included do not require the use 
of expensive or toxic chemicals. Additional experiments which could be 
performed using the SpecUP include the determination of metal ions 
in water based on the formation of coloured metal complexes,3 the 
investigation of reaction rates (such as the iodine clock reaction) and the 
determination of the end points of colourimetric titrations.4

The SpecUP spectrophotometer which has been developed is novel, 
simple and cheap to construct. In addition, the configuration allows 
for the movement of many of the components, which enhances the 
opportunity for students to follow the enquiry-based learning principle 
in discovering the effects of changing parameters on their experimental 
results. The open design of the instrument and the tent-like cover 
with a transparent window, allow students to get a real hands-on 
experience of spectrophotometry and thereby to better understand the 
principles involved.

The cost of the SpecUP is approximately R500, whilst commercial 
spectrophotometers cost ~R30 000. It is therefore believed that by 
utilising the SpecUP in undergraduate laboratories, universities could 
afford to have more instruments than if commercial spectrophotometers 
were employed. Students would thus have much more of a hands-on 
practical experience, which would aid their understanding of spectro-
photometry and hopefully encourage them to engage in photonics-
related research in the future.
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The first-year augmented programme in Physics:  
A trend towards improved student performance

Amidst a critical national shortage of qualified Black graduates in the pure and applied sciences, the University 
of KwaZulu-Natal has responded to a call from government for redress by launching the BSc4 Augmented 
Physics programme. In this paper, the methods employed to foster learning and to encourage student 
success in the Mechanics module of the Augmented Physics programme are described and discussed. 
The use of problem-based learning and a holistic learning policy that focuses on the emotional, physical 
and knowledge development of the student seems to have yielded higher throughput in the first semester 
of an undergraduate programme in Physics. Furthermore, the results point to an increase in the conceptual 
understanding of the student with respect to Mechanics. When appraising this success, the results of the 
2007–2009 cohorts, with and without teaching interventions in place, were analysed. These initial analyses 
pave the way for a course designed to benefit the student and improve throughput. These methods are not 
unique to Physics and can be adapted for any module in any country.

Introduction
Worldwide, students have difficulty with the language of physics, be it subject-specific terminology or the use 
of everyday language in a physics context.1 Thus, even definitions may give students trouble.2 This difficulty is 
compounded when learning in a second or third language,3-7 which is the case in South Africa where only 12% of 
students applying for tertiary education are mother-tongue speakers of English.8 

Further difficulties in South Africa can be attributed to a dysfunctional education system as a result of the apartheid 
regime’s under-development of Black human potential.7 This system gives rise to the problem of talented students 
being unable to study further in the sciences because of inadequate schooling.7 Furthermore, as a critical national 
priority, South African universities have been urged to alleviate the problem of ‘scarce skills’ by increasing the 
number of Black graduates in the natural and applied sciences.8,9 Universities in South Africa have attempted to 
redress the inadequate number of Black graduates through a variety of programmes offering alternative access 
and support.10-13 

Hutchings and Garraway13 discuss in great detail the current extended curriculum position in South Africa and 
highlight the need for such measures in light of the current educational schooling pitfalls. In particular, they discuss 
the various approaches employed at other South African higher education institutions to implement extended 
curricula as part of the government’s National Development Plan. The University of KwaZulu-Natal’s (UKZN’s) 
augmented programme is unique in this realm of extended curricula and thus its description will assist greatly in 
formulating plans by other institutions for implementation of extended curricula. In particular, at UKZN, the Centre 
for Science Access (CSA) seeks to address the needs of students from disadvantaged schools who do not meet 
the normal requirements for entry to the Faculty of Science and Agriculture. In the CSA, students register for a 
4-year BSc in either a foundation or an augmented programme. In the BSc-4 (Foundation) programme students 
engage in learning that is modelled on the Science Foundation Programme which has been described by Kioko12, 
Grayson14-15 and Barnsley16. The Physics programme for the BSc-4 (Augmented) has not been described previously 
in the literature, but will be described here later. 

Level 1 Physics at tertiary level is highly dependent on problem solving.17,18 Problem solving is often a stumbling 
block for many students in Physics as they perceive it to be difficult.19,20 Research also shows there is often little 
or no change in conceptual understanding before and after formal instruction and that students are unable to apply 
the concepts that they have studied to the task of solving quantitative problems.20

Here, teaching interventions instituted for the Physics module in the BSc-4 (Augmented) programme are described 
and their effectiveness in addressing students’ ability to answer typical Mechanics questions, as given in first-year 
textbooks, is appraised.21-22 An attempt is also made to investigate the problem-solving ability of three cohorts 
of students. The results, although preliminary, will be of interest to researchers in the field of extended curricula.

Context of the study

Educational context
The BSc-4 (Augmented) degree is for students from disadvantaged schools who are interested in science degrees 
but whose matric results are slightly below college entry requirements, although they have a full matriculation 
exemption or National Senior Certificate (NSC) qualification. The entry requirements for both the augmented and 
the mainstream programmes are listed in Table 1. Students in the Augmented Physics programme are admitted 
into first-year BSc but initially take fewer courses with extra tutorials and practicals, and courses in Scientific 
Communication and Life Skills. The first year of the degree is therefore spread over a maximum of 2 years during 
which students can also take some second-year modules. Thereafter, students carry the normal load for their 
degrees. Students thus take 4 years to complete a 3-year BSc degree, doing so more slowly, but being more 
assured of success.14-16 The sudden withdrawal of support after the first year of study is of concern and its 
impact needs to be investigated further as it may have direct consequences on throughput and pass rates in 
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subsequent years. One needs to be cognisant of this possibility when 
deciding on the exact structure of the extended curriculum that is 
implemented. At UKZN, various support structures have been set in 
place for all students in second year and above and it has been deemed 
appropriate to not offer a specific support structure for the students in 
the augmented programme.23

The BSc-4 (Augmented) degree is based on an integrated programme 
for students’ first year of study.23 In this programme all students register 
for two compulsory modules to support their studies and two optional 
modules determined by their choice of degree majors. One compulsory 
module is Scientific Communication, in which students are coached to 
improve their English language skills in the context of reading and writing 
on science topics. They learn the appropriate language, report structures 
and basic comprehension skills to help them in their chosen degree. 
Students must pass this module in order to be awarded their degree. 
This module is, however, the basis of much controversy. Such discrete 
communication courses have been shown to have very little impact 
on improving language in a specific discipline such as physics13,24 and 
indeed this was the case in this Scientific Communication module. This 
course served to provide the students with generic communication 
skills that had little impact on their physics communication skills. 
With this in mind the Augmented Physics module implemented a 
mechanism of redress which included physics communication and, 
in particular, communication with respect to understanding, unpacking 
and answering problems in the problem-based learning (PBL) mode of 
teaching and learning.

The second compulsory module is Life Skills. This module has an 
attendance but no assessment requirement. It addresses issues including 
HIV/AIDS, food security, note taking skills, career prospects and basic 
study techniques through workshops and discussions conducted by 
qualified psychologists. These activities are designed to help students 
adjust to the social and academic requirements of university.10-12,14-16,24,25 
Furthermore, all students in the CSA are encouraged to meet campus 
psychologists for further counselling on personal, academic, career or 
social issues. This component has been shown to be most effective 
in improving the confidence of the students as well as in helping them 
overcome the adversities of their past without feeling victimised or 
alienated in their new environment.25 

The students enrolled in the Augmented Physics module have twice 
the amount of contact time in Physics (but not double the workload) 
as those registered for mainstream Physics. Although they attend twice 
as many Physics lectures, students in Augmented Physics still have a 
lower workload than students in the mainstream programme as they only 
take two modules as opposed to the mainstream students who register 
for four modules. Augmented Physics students attend normal classes 
for the calculus-based Physics module (four lectures, one tutorial and 
a 3-h practical per week) alongside their mainstream counterparts. For 

these classes, they are expected to do various assignments such as 
answering tutorial questions. Being previously disadvantaged, students 
in the augmented programme have had very little exposure to laboratory 
work and thus they are required to attend an additional 3-h laboratory 
session a few days before their mainstream practical. These additional 
sessions differ from the mainstream ones – during these sessions, 
students are introduced to the apparatus, experimental techniques and 
analytical skills that are required for the practical later in the week. 

To further support their studies in the mainstream, students in the 
augmented programme attend five other contact periods which the 
Augmented Physics lecturer uses for explaining or extending the 
content of the mainstream lectures, rather than simply re-lecturing the 
same content. However, students tend to struggle with the pace of the 
mainstream lectures, so when required the Augmented Physics lecturer 
re-lectures the mainstream content. Over and above the assignments for 
mainstream classes, the lecturer in Augmented Physics assigns further 
tutorial questions for students to prepare for the classes. The workload 
in Augmented Physics is initially less intensive than the mainstream 
programme to enable the students to adapt to the demands of tertiary 
physics education, but is incrementally increased until it is on a par with 
that in mainstream Physics. 

Student context 
This research was conducted among three student cohorts between 
2007 and 2009 who had different secondary school backgrounds. 
Table 2 shows the composition of the three cohorts of students, 
according to the examination they wrote in their final school year. 

The 2007 cohort of students followed a content-based traditional 
school curriculum. The curriculum statement for this system outlined 
clear learning objectives from which teachers should work.26 The final 
examination included questions across a range of levels on Bloom’s 
taxonomy.26,27 In this way, the exam encouraged teachers to focus on 
teaching some problem-solving skills to the learners. The learners had 
no continuous assessment tasks and their final marks were wholly 
obtained from the final exam.

By contrast, students matriculating in 2008 followed the new NSC 
curriculum which is purported to be outcomes-based education (OBE). 
These learners were the guinea pigs in that they had, along with their 
teachers, constantly pioneered a new system over 12 years of schooling. 
The curriculum statement for this certificate leaves quite large areas 
open for teachers to interpret. Furthermore it appears to cover even 
more content than the curriculum in previous years,28,29 thus creating a 
situation in which teachers might need to rush quickly through material 
in order to complete the syllabus superficially. This situation can result 
in learners simply plugging numbers into an equation. Consequently, 
there may be little time to teach learners to solve problems that require 

Table 1: Comparison of entry requirements for BSc and BSc-4 (Augmented) degrees at the University of KwaZulu-Natal

Senior Certificate (–2007) National Senior Certificate (2008–)

Normal entry to BSc in 
Faculty of Science and 

Agriculture

Entry to BSc-4 (Augmented) Normal entry to BSc in 
Faculty of Science and 

Agriculture

Entry to BSc-4 (Augmented)

Points based on overall achievement 32 28 30 22

Mathematics HG D or SG A HG E or SG B Level 4 Level 3

At least one of: Physical Science(s), 
Biology, Biological Sciences, 
Agricultural Science 

HG E or SG B HG E or SG B Level 4 Level 3

English HG E or SG B HG E or SG B Level 4 Level 4

Life Orientation Not required Not required Level 4 Level 4
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deeper interrogation and integration of the subject. Integration deals 
with the extent to which teachers use examples, data and information 
from a variety of disciplines and cultures to illustrate the key concepts, 
principles, generalisations and theories in their subject area or 
discipline.30 The final result for these learners includes a component of 
continuous assessment. The majority of the 2008 cohort came through 
the new curriculum, although the cohort also included a few students 
who matriculated in 2007 but only enrolled for BSc-4 in 2008. All of the 
students in the 2009 cohort matriculated through the new NSC. 

Researcher context
The author taught the Augmented Physics module for the three years 
under study. He had 8 years experience tutoring physics at high school 
and tertiary level and completed his PhD during this period. The 
author taught the module for the first time in 2007. In a mixed modal 
research study (based on both qualitative and quantitative data) such 
as this one, the observer is part of the research process.31-35 Therefore, 
despite attempting to be a disinterested observer, the author’s particular 
perspective has undoubtedly framed this study.32-35 In this paper, the 
qualitative research in which the author/researcher has been directly 
involved, is presented. The aim of the study was to gather data in the 
form of the qualitative assessments and to supplement those research 
findings with quantitative data in the form of rich content-based 
descriptions of people, events and situations by using different, 
especially non-structural, techniques to discover the stakeholders’ 
views, to analyse the gathered data and, finally, to interpret the findings 
in the form of a concept- or contextually dependent grounding.32-36

Table 2: Composition of each cohort of students in the study

2007 2008 2009

‘Old’ matric 25  4 0

National Senior Certificate – 15 26

Total 25 19 26

Theoretical framework 
The effectiveness of a particular educational approach (in this case the 
Augmented Physics programme) and its teaching effectiveness (as 
demonstrated by student knowledge of the subject matter and evidenced 
by performance in the assessments) need to be determined. The aim 
of this study was to determine the knowledge gained by students in 
terms of factual knowledge, conceptual understanding and functional 
proficiency in physics and, in particular, mechanics.32-35

The mixed-modal approach was used as it starkly provides the answers 
to the question of effective teaching by allowing quantitative analysis of 
the results obtained by the students to particular questions designed to 
test various levels of the revised Bloom’s taxonomy.27,36 It also relates 
their performance to follow-up questions and discussions (qualitative 
analysis). Although very useful, it must be noted that a shortcoming 
of this method is that it is subject to the specific teaching measures 
implemented.32-35 A further justification of a quantitative approach arose 
from the large number of students enrolling in mainstream Physics which 
made conventional assessment tasks difficult to implement and tedious 
to mark. These numbers prompted a departmental decision to move 
away from asking a number of conceptual understanding questions (so 
called ‘long questions’ with proofs and derivations) in tests, to more 
problem-based/quantitative assessments such as multiple-choice 
questions (MCQs) or short numerical response questions.32-35,37 Given 
the debate surrounding the use of MCQs,38-41 the results of this research 
may be debated. However, the questions were designed to meet the 
specific aim of the researcher, which was to determine the cognitive 
ability of the students to answer questions at various levels of Bloom’s 
taxonomy27 and the revised Bloom’s taxonomy36 and the results should 
be interpreted in this light.

Bloom contends there are three types of educational activities27: 

•	 Cognitive: mental skills (knowledge)

•	 Affective: growth in feelings or emotional areas (attitude)

•	 Psychomotor: manual or physical skills (skills)

Anderson and Krathwohl36 provide a revision of this taxonomy. Changes 
in terminology between the two versions are the greatest differences. 
Bloom's six major categories were changed from noun to verb forms. 
The lowest level of the original – knowledge – was renamed to 
‘remembering’. The levels of comprehension and synthesis became 
‘understanding’ and ‘creating’, respectively. In this study, the focus was 
on Bloom’s original cognitive category and the tests were developed 
as part of our quantitative approach. The first few questions on the test 
(approximately 20%) appealed to the first level of Bloom’s cognitive 
level, that of knowledge27 or remembering36. If proficient at this level, the 
students should be able to provide answers to questions that simply test 
basic definitions and recall.36,42

The next set of questions on the test (approximately 40%) related to 
the second level of Bloom’s taxonomy, that of comprehension27 or 
understanding36. At this level, a competent student would understand 
the meaning, translation, interpolation and interpretation of instructions 
and problems.36,37,42,43

The final set of questions (approximately 40%) appealed to Bloom’s third 
level – application27 or creating36. This level requires students to use a 
concept in a new situation or, unprompted, to use an abstraction. The three 
highest levels of analysis, synthesis and evaluation were not considered 
in this study although the linking of the revised Bloom’s taxonomy36 with 
PBL aims to achieve this as students progress through the module44. 
Yadav45 alludes to this form of instruction as the transference of higher-
order thinking skills. Yadav refers to this skill as the ability of the student 
to collect, analyse and evaluate information to draw conclusions or make 
inferences44,45 and his approach45 forms the basis of the principle used 
in this paper. In preparing for the questions set using the revised Bloom 
cognitive levels, the method proposed by Serrat46 was used. In this 
method, PBL is used together with Bloom’s taxonomy (or the revised 
taxonomy) to facilitate higher-order thinking skills. Serrat’s46 approach 

makes provision for problem-solving techniques for use in PBL. Four of 
these techniques are focused on here:

1. Affinity diagrams encourage students (either in a group or as 
individuals) to organise ideas into a common theme.

2. Brainstorming encourages students (either in a group or as 
individuals) to generate a large number of ideas to solve a problem 
or to find ways of solving the problem.

3. Flowcharts are used to help students identify the aspects they do 
not understand with respect to content before attempting to teach 
problem-solving skills.

4. The ‘five why’s technique’ encourages students to ask at least five 
questions when solving a problem, which helps them to think ‘out 
of the box’.

Fogler and LeBlanc47 were the first to develop the concept of linking 
Bloom’s taxonomy to PBL and as such to a scientific field (engineering 
in this case). From this impetus, this study was modelled. 

Method
In interrogating the successful outcome of any of the teaching 
interventions employed in the Augmented Physics programme, it is only 
possible to consider examination pass rates. However, pass rates may 
give only a superficial evaluation and may not show any of the finer 
aspects relating to students’ improved performance or the challenges 
faced by a lecturer in facilitating this change. Consequently, analyses of 
student performance on tests related to their problem solving ability are 
also included.32,34,35 
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At the start of the first semester in each year under consideration, the 
same pre-test was administered to each cohort in the first lecture of the 
Augmented Physics class, in which students worked alone and without 
reference material. As a formative assessment instrument, the purpose 
of the pre-test was to gauge the students’ understanding of physics at 
school-leaving level, and consequently their ability to solve problems. 
Students were informed beforehand that their performance in the test 
would not affect their class mark in order to reduce test anxiety among 
the students which may have adversely affected their performance. 
Furthermore, time pressure was alleviated by allowing students up to 
1 h to answer the 30-mark test which, according to common practice 
in the Physics Department, would normally have taken 30 min. The 
lecturer then collected the scripts, analysed the responses and checked 
the marking and mark allocation before handing the scripts back to the 
students. A discussion session with the students then occurred, either 
on a one-to-one basis or in a classroom group, to obtain data for the 
qualitative aspect of the research. 

The test consisted of three sections with each section evaluating 
student performance on the first three levels of cognitive understanding 
according to the revised Bloom’s taxonomy as described previously.36 
The first level of knowledge simply required that a student recall basic 
definitions. The second section, at the second level of understanding, 
entailed interpreting a straightforward ‘story’ to extract information 
concerning a sequence of actions. The final section was at the third level 
of creating36 and required students to use a concept in a new situation or 
to use an abstraction unprompted, that is the student had to apply what 
was learnt in the classroom into novel situations. Examples of all these 
questions are given in Table 3.42

Table 3: Sample test questions for the first three levels of Bloom’s cog-
nitive levels

Bloom’s cognitive level of knowledge 

State how a vector quantity differs from a scalar and give an example of a vector 
quantity. (2)

Bloom’s cognitive level of comprehension

Sinethemba walks 60 m north before discovering that she is lost. She then walks 
20 m south to try and retrace her steps with no success. Sinethemba then walks 
10 m west and 40 m east before going 35 m north and reaching her destination. 
Determine the distance covered by Sinethemba and her resultant displacement. (3)

Bloom’s cognitive level of application

Sipho is travelling at a constant velocity of 20 m/s and passes an intersection 
where his friend Dumisani is parked. At the instant Sipho passes the intersection, 
Dumisani starts up in pursuit of Sipho. If Dumisani accelerates at a constant 5 
m/s, determine the distance he covers before catching up with Sipho. (5)

The number within parentheses indicates the maximum mark awarded for a question.

Results and discussion of interventions
The results given in the tables and figures that follow indicate the 
percentage pass rate for a particular level of the revised Bloom’s 
taxonomy. A pass is deemed to be 50%.

Table 4 illustrates the results of the pre-test. It is interesting to note that 
in the mixed 2008 cohort three out of the four ‘old’ matric students 
achieved an overall pass in the pre-test. The results represented in Table 
4, although poor, were not unexpected. It had been predicted by various 
educational sources that the new NSC would not adequately prepare 
students for the rigors of tertiary study, where emphasis was placed 
on the higher levels of Bloom’s taxonomy.48-50 Jansen51-53 was critical 
of OBE even before its launch and his prediction was predicated by the 
decision of the education ministry to scrap OBE.54 However, a single 
pre-test could not be used to conclusively judge this system because 
the test may have been influenced by anxiety on the part of the student, 
despite the precautions taken to avoid such anxiety. The students were 
then given advance notification that they would be writing a test a week 

after the pre-test. The students were also explicitly informed of the 
material that the test would cover. No interventions were made in the 
week between the tests and the lecturer conducted traditional lectures 
with no advanced support.

Table 4: Pass rates for the pre-test for each cohort

Bloom’s level 2007  
(25 students)

2008  
(19 students)

2009  
(26 students)

Knowledge 92% 84% 77%

Comprehension 42% 37% 38%

Application 28% 11% 8%

Overall pass rate for tests 44% 37% 31%

The result of the first formative test in the Augmented Physics module, 
which again was not used to contribute to the students’ year mark, is 
shown in Table 5. This test was very similar in nature to the pre-test 
and tested similar concepts. The results closely resembled those of the 
pre-test. This time all four of the ‘old’ matrics in the 2008 cohort passed 
overall. Table 5 further shows that a vast majority of the students in 
all three years answered questions in the knowledge section correctly. 
This result is not surprising as the schooling system prepares students 
to memorise material so that their ability to simply recall definitions 
is well developed. Noticeable, however, is the appreciable drop in the 
percentage of students who responded correctly to the question over 
the years. This finding may be a consequence of the inordinate amount 
of group work associated with OBE in which learners are not required to 
take ownership of their work and studying. Instead, learners are given 
more opportunity to simply rely on the efforts of the more active learners 
in a group which can curb their own learning substantially.48-50,52-54 It 
must also be noted that students were not marked on the correct use of 
language and grammar in this section. The researcher inferred what was 
conveyed by the students even though the written expressions may not 
have made conventional linguistic sense.

Table 5: Pass rates for formative Test One for each cohort

Bloom’s level 2007  
(25 students)

2008  
(19 students)

2009  
(26 students)

Knowledge 96% 79% 77%

Comprehension 44% 37% 38%

Application 32% 11% 8%

Overall pass rate for tests 48% 37% 31%

The results for the understanding section were in stark contrast to the 
researcher’s perception that the questions were easy, and proved to be 
an immense challenge to the vast majority of students across all three 
years. A qualitative investigation was conducted by the researcher which 
involved interviewing all the students who had failed to obtain 50% or 
more in this section to identify the reasons for their poor performance. 
In all three years the students battled to interpret the questions because 
of the perceived complexity of the language used. This perception 
resulted in the students being unable to separate relevant from irrelevant 
information provided in the question; this finding tallies strongly with 
reports in the field55-57 which highlight that student responses and 
incorrect answers are often linked to language difficulties as opposed to 
subject or content difficulties. It was clear from this part of the study that 
the language problem facing the students would need to be addressed in 
conjunction with the physics interventions and that the discrete language 
module failed.58,59

The results in Table 5 also show that many of the students were unable 
to solve questions in section three, the creation level. The qualitative 
investigation again revealed that this inability may have been attributed 
to the complexity of the language – by their own admission, the students 
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were unable to dissect a question into smaller, more manageable parts. 
In all three years the students also admitted to attempting to solve the 
problem without first determining the nature of the question posed. 
They could, by and large, readily identify that they needed to use the 
kinematical equations; however, they could not see the link between two 
scenarios, such as the distance covered and the time of the motion. 

The results of this formative test then set in motion a series of interventions 
for the Augmented Physics module. The first two interventions sought 
to address informally the language problem encountered by the student. 
As time was limited, a more formal approach could not be taken to 
address the complexities surrounding language and its impact on formal 
learning as it was clearly apparent that the scientific communication 
module was not adequately preparing the students for the language 
of physics. The first intervention was the introduction of dictionaries 
into lectures. The lecturer would often take dictionaries to lectures 
and students were encouraged to look up the meaning of words if 
they did not understand them. They were also asked to start their own 
physics dictionary by writing down the meanings of difficult words they 
encountered in the module. Across the three years this intervention 
varied slightly, but the main thrust remained consistent. In all three years 
almost 95% of the students had cellular phones with WAP capabilities, 
and so they were introduced to the mobile Internet, more especially to 
online dictionaries and e-learning sites, as a way of introducing them to 
technological learning, an ambit of the PBL method.60-64The introduction 
of the technological ambit of the PBL approach helps to determine what 
factors contribute to integration or non-integration of those constructs 
into the curriculum.

The second measure was the implementation of an English-only policy 
for lectures. Students were not allowed to communicate in their home 
languages during any lectures.59,64-70 Even if the communication was 
not physics related the students were still required to communicate in 
English. This policy was initially quite difficult to implement because the 
students reacted quite negatively to this measure. They believed that 
this policy belittled their language and discriminated against their cultural 
beliefs. The students were then counselled on the reason behind this 
policy and it gradually became more acceptable. The lecturer observed 
on many occasions that if a student did try to stray from this policy, 
the other students in the class or group would simply respond to his or 
her question in English.61,71 The language problem is often compounded 
by the fact that the educators at the students’ former schools (usually 
semi-rural and rural schools) would often ‘code-switch’ – that is, 
switch between English and the vernacular language. Often the educator 
would start the lesson in English and then revert to the vernacular when 
a concept with a relatively high degree of difficulty was encountered. 
Students were also given an in-depth explanation into the usage of 
words such as ‘describe’, ‘explain’, ‘calculate’, ‘determine’ and ‘solve’. 
These words had to be recorded in their dictionaries and they were then 
randomly asked to explain the meaning of these words to the lecturer or 
their colleagues during lectures.

The final measure, and probably the most influential, was the PBL 
approach. PBL is a student-centred instructional strategy in which 
students collaboratively solve problems and reflect on their experiences. 
Characteristics of PBL72-74 are that:

•	 Learning is driven by challenging, open-ended problems 

•	 Students work in small collaborative groups 

•	 Lecturers take on the role as ‘facilitators’ of learning.

Advocates of PBL claim it can be used to enhance content knowledge 
and foster the development of communication, problem solving and self-
directed learning skill.47 The PBL approach should encourage students 
to be responsible for their own learning and understanding. In other 
words, PBL should discourage students from memorising content or 
copying solutions to assigned problems because they should see that 
tutorial questions were assigned to develop conceptual understanding 
and critical or lateral thinking rather than simply to supply a final answer. 
Consequently, ownership of the academic experience lies with the 
students as they have to demonstrate understanding of the content 

through PBL. PBL often forces students to study their materials (notes, 
textbooks, readings) from lectures intensively and to make their own 
notes to help with solving the problems. By splitting the class into 
smaller groups and assigning the groups problems to attempt using 
the PBL approach, students are forced to learn the associated theory 
before attempting the problem. Ownership of the academic experience 
further encourages them to think laterally and critically – a consequence 
of the reflection part of the PBL approach. Thus PBL is an attempt to 
help students to think ‘out of the box’44-47,75 while OBE is an approach 
to education in which decisions about the curriculum are driven by the 
exit learning outcomes that the students should display at the end of 
the course.76

The students were split into small groups of two or three individuals. 
Problems were assigned to these groups and they were required to 
solve them without consulting the other groups. Each group was 
allocated different problems with the same level of difficulty. To solve the 
problem, students had to define a structured, step-by-step approach to 
the solution. In some common traditional instruction scenarios, students 
are handed a cookbook list of steps to solve a given problem (e.g. Part 
A:	solve	 for	 velocity;	Part	B:	 solve	 for	Δx).44-47,74,75 In such situations, 
students may struggle with performing some of the steps or with the 
implicit meaning of these steps or, worse yet, may fail to recognise how 
each of these steps leads to a global solution to the problem. However, in 
a PBL approach, students must generate their own step-by-step method 
to solve each problem. Thus, although difficulties will arise in carrying 
out a given step, no confusion exists as to the sequence or meaning of 
each step required. Furthermore, as students work to solve the problem, 
various solution paths emerge among groups. In this way, students 
begin to view problem solving as a creative process that can take 
many forms within a given set of constraints.60 To paraphrase the late 
Nobel laureate Richard Feynman: Good scientists always know at least 
three ways to solve the same problem. Contrary to traditional problem-
solving activities in which one preferred solution is usually presented, 
many solutions are possible to any given problem. PBL activities enable 
students to appreciate that problem solving is not a uniform one-size-
fits-all kind of activity and that many solution paths are possible.60

The assigned questions often required the same conceptual understanding 
but of different scenarios. During these sessions students were also 
taught to link subjects such as Physics and Mathematics, which they 
often place into isolated ‘mental boxes’5,32,35,72 without accessing the 
concepts taught in one module to relate to the other. This method also 
facilitated active learning5,32,35,72 in the sense that the students had to 
discover and work with content that they determined to be necessary 
to solve the problem.43,74 It must be noted that the full PBL approach 
was not implemented because of the cognitive demand that it would 
have placed on the students. Fade effect73 scaffolding was implemented 
in this module of PBL to reduce the cognitive load of the students. In 
fade effect PBL, guidance is provided by the lecturer in the early stages 
and later, as the students gain expertise and become more confident, 
this guidance is gradually reduced.77 The students are first introduced to 
simple problems and are then gradually given more complex problems in 
which elements are added to model real-life problems or situations.77,78 
This process helps students to slowly transit from studying examples 
to solving problems.79 Another modification to the PBL approach was 
the combining of mini-lectures on some days with in-class, small group 
work on problem sets later in the week.

After they had finished their problem work the students assessed 
themselves and each other in order to develop skills in self-assessment 
and the constructive assessment of peers. Self-assessment is a skill 
essential to effective independent learning. The objectives of the PBL 
approach is to produce students who will43,44,46,77,78:

•	 Engage the problems they face in their life and career with initiative 
and enthusiasm 

•	 Problem solve effectively using an integrated, flexible and usable 
knowledge base 

•	 Employ effective self-directed learning skills to continue learning 
as a lifetime habit 
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•	 Continuously monitor and assess the adequacy of their knowledge, 
problem solving and self-directed learning skills 

•	 Collaborate effectively as a member of a group. 

The PBL method of transference of learning using the techniques 
described above ensured that mutual learning took place and that the 
knowledge was active.35,37,44,46 Constant evaluation took place to effectively 
determine the level of transference. Evaluation in the Augmented Physics 
module included all mainstream evaluations such as tests, assignments 
and practical reports, as well as specific tasks for Augmented Physics. 
These assessments took the form of unseen quizzes, seen quizzes, mini 
tests and formal tests. All assessments used the first three cognitive 
levels of Bloom’s taxonomy as previously discussed.27,36

The results of the practical sessions, quizzes and mini-tests that 
occurred in the month leading up to the first formal assessment are not 
considered here as they had a very narrow focus in terms of curriculum 
content in order to verify the transfer of initial learnings.20,26,35,37,42 These 
frequent assessments also ensured that the students attempted the 
prescribed tutorials and homework and kept up to date with the material 
being taught. The first formal assessment test was structured similarly 
to the pre-test and formative Test One to enable direct comparisons. 

Figure 1 shows the results of these tests. They show that the student 
performance in the Augmented Physics test was similar to that of the 
formative assessment before any of the interventions were implemented. 
The performance of the 2008 and 2009 cohorts of Augmented Physics 
students in the mainstream test was, however, much worse than their 
collective performance in either the augmented formal Test One or the first 
formative test while the results for the performance of the 2007 cohort 
in the mainstream Test One seems consistent with their performance in 
the augmented assessments. A qualitative interrogation of the student 
performance in these years revealed that in 2008 the lecturer in the 
mainstream introduced a new section a few days before the scheduled 
test was to be written with the indication to students that it would not 
be tested. However, this material was included within the application 
component of the mainstream formal test. Students were quick to 
associate this with their poor performance. However, considering that 
this question accounted for only 5 out of a possible 40 marks (12.5%) 
and their equally poor performance in the comprehension portion of the 
test, this may well have not been the reason, although it does warrant 
further investigation and possible intervention. 
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Figure 1: Formal Test One results.

The 2009 cohort investigation revealed that, for various reasons beyond 
the control of the students, most notably industrial action, the students 
had to write two mainstream tests on the same day. A Mathematics 
Level 1 test was written in the morning and the Physics test was 
written in the afternoon. Students in all three years cited a lack of time 
allocated to answer the questions as another major reason for their poor 
performance. They were not used to such stringent time demands as 
they often received some extra time during the augmented assessments. 

Considering the poor results in all three years, the researcher 
implemented a further two interventions and continued re-enforcing the 
ones introduced previously. The first new intervention was that all the 
students were interviewed and monitored to determine if any external 
factors, such as financial problems, poor living conditions at home, 
HIV/AIDS, alcoholism, drug addiction or teenage pregnancy, were 
contributing to their poor academic performance. If any such problems 
were identified, the student was referred to the appropriate centre for 
further assistance. Coupled with this intervention came the development 
of self-awareness in the student.65 Part of this development occurred 
during the Life Skills component of the programme and was continued by 
the lecturer with constant pep talks, the screening of motivational video 
clips, and the invitation of people with similar backgrounds who were 
academic successes to give motivational talks.65 Workshops on proper 
study techniques, both general and specific to the Physics module, 
were also held during the augmented practical sessions. During these 
workshops the students were taught how to draw up study timetables 
and how to plan for success. Proper time management during tests or 
exams was also discussed. To this end the ‘mark a minute’ philosophy 
was explained and implemented for all augmented assessments to keep 
in line with the mainstream. Students were at first alarmed by this idea 
but gradually came to accept it as something they could not change but 
would have to adopt. Students often asked for permission to use their 
cellular phones to monitor the time while attempting tutorial questions 
during the designated tutorial times, as some did not have watches. To 
further reinforce this notion all assigned questions were accompanied by 
a maximum mark and a clock was provided for tutorials or tests at which 
they could not use their cellular phones. 

The Augmented Physics test was always scheduled a week before the 
mainstream test. It was designed to be formative and to help students 
evaluate their understanding of the material taught. The tests were 
pitched either at the same level or were harder than the mainstream 
tests. These tests were marked and returned to the students a few days 
before their mainstream tests and were discussed in detail along with 
the provision of model solutions. In general, the augmented test aimed to 
cover at least 85% of the content in the mainstream test. The Augmented 
Physics lecturer did not have access to the mainstream test beforehand, 
so as to not favour the Augmented Physics students. The students could 
use the test to establish areas of learning in which they had difficulty. 
They could then consult with the lecturer or student assistants for help 
in these and other areas before the mainstream test. It was hoped that 
these tests would provide critical feedback to the researcher regarding 
the success or failures of the implemented interventions. 

The results of the final formal assessment for the augmented and 
mainstream module are shown in Table 6. These tests were heavily 
focused on the comprehension and application levels of Bloom’s 
taxonomy, with the knowledge section almost entirely covered in the 
latter two levels. Thus the results were not broken down into three 
levels as before. A clear improvement was noted in all three cohorts. 
The glaring disparity in pass levels among cohorts from formal Test 
One was not evident in this comparison. In the 2008 and 2009 cohorts, 
the Augmented Physics students performed better in the mainstream 
test than they did in their augmented module assessments. In all cases 
their performance in the mainstream was well beyond that of the first 
formal assessment. 

As a final means of comparison and to appraise critically the value of 
the interventions outlined above, student performance in the final exam 
is provided in Table 7. The students wrote a single theory exam and 
the Augmented Physics lecturer set approximately 25% of the exam in 
all three years under study. The mainstream marks provided in Table 7 
are the results for the students registered in the mainstream programme 
and are provided for comparison of the Augmented Physics students’ 
performance against mainstream norms. The mark breakdown showing 
the performance of the students at the various percentiles is given in 
Figure 2. It is evident from these results that the Augmented Physics 
students in the 2007 and 2008 cohorts seemed to perform on par with 
their mainstream counterparts. The 2009 cohort performed relatively 
poorly in comparison with the mainstream students. Figure 2 also 
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clearly shows that not only did the Augmented Physics students pass, 
they passed well. Some of the students were able to achieve first-class 
passes (marks higher than 75%) and others obtained second-class 
passes (60–74%). Students who obtained a mark of between 40% and 
49% were given the chance to write a second exam, for which they were 
required to pay. In all three years, no such student passed the second 
exam even though its level of difficulty was equivalent to that of the first 
exam, both in terms of content and time allocation. 

Table 6: Pass rates for formal assessment Test Two for each cohort 
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Table 7: Pass rates for the final exam for each cohort
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Figure 2: Final exam mark distribution.

Conclusion
The improvement (as indicated by Figure 3 in which an upward trend 
is clearly evidenced) in the test results for all the cohorts and the 
subsequent exam performance can be linked in part to the interventions 
set in place within the augmented module. The initial disparity between 
the results of the ‘old’ matric and the NSC cohorts, as evidenced by the 
pre-test and formative Test One results, is not so markedly evident in the 
subsequent formal Test Two results. Further, the exam performance of 
the 2007 and 2008 cohorts is in line with their mainstream counterparts. 
Taken at first impression, the exam results of the 2009 cohort are poorer 
than those of the mainstream students, which leaves one to conclude 
that the interventions may not have been enough to assist these students. 

Further investigation into the performance of these students revealed 
that they had done relatively well in all sections taught by the researcher, 
achieving a pass rate of 63%. However, they performed poorly in 
sections taught by a replacement Augmented Physics lecturer when 
the researcher was away for a period during the latter half of the first 
semester in 2009. The incumbent had been trained by the researcher to 
implement all of the interventions in the style and method of instruction 

suitable for the Augmented Physics students; however, this training may 
not have translated into the classroom, which may have influenced the 
final exam pass rate. The cohort may have also experienced ‘transitional 
hiccups’ associated with having a new lecturer very close to their final 
exam. However, their performance in the tests may be used to appraise 
the effectiveness of the interventions. The improved performance of 
all the cohorts seems to indicate the effectiveness of the interventions 
in assisting the students to overcome their initial circumstances and 
lack of preparedness to perform as expected at tertiary level. We see 
that the interventions, such as the use of a dictionary (determined by 
interrogating the pass rates of the tests with qualitative analysis such 
as interviews with the students), English language policy and PBL, are 
effective tools to use during lectures, tutorials and practical sessions 
and greatly influence the problem-solving ability of the students, as 
evidenced by their higher results in the subsequent tests at the higher 
cognitive levels of Bloom’s taxonomy. 
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Figure 3: Semester progress in terms of pass rates for the Augmented 
Physics module.

A difference in the pass rates between the NSC and ‘old’ matric 
cohorts, although evident at the outset of the study, has not been clearly 
demonstrated by this work as this study is too narrow to judge whether 
the schooling system had any impact on the problem-solving ability 
of the students. A further study is necessary to make this distinction. 
These results do, however, show that, regardless of the initial school 
shortcomings faced by the students, a comprehensive programme such 
as the Augmented Physics one at UKZN does enable some students 
to achieve success and to move beyond their previous disadvantages. 

The data suggest that in order to perform successfully in their academic 
endeavours, students need to be provided with more than just academic 
mentoring. To fully develop their cognitive skills it is imperative that 
the academic support provided be coupled with basic skills such as 
time management, language interpretation and life skills. Although 
not covered here, issues such as food insecurity, domestic violence, 
lack of accommodation and no funding are also factors that influence 
academic performance. However, much of these are catered to by the 
Life Skills module and thus no direct interventions are implemented in 
the Augmented Physics module itself. 

The sound model of the CSA’s Augmented programme contributes 
to improve the skills development of students within the realm of the 
natural and applied sciences. Clearly, the augmented programme and 
its approach to educational outcomes may be the answer to addressing 
the critical shortage of qualified Black scientists in South Africa, as 
outlined by government. The methods employed as described in this 
paper are not unique to physics or even to the natural sciences, and may 
be tailored to assist students to foster learning and encourage ownership 
of their learning. 

This preliminary work will, in the near future, be extended to determine 
the effectiveness of the initial interventions for the students as they 
move into higher levels of study. Further work will also analyse possible 
models for interactive teaching that address the language barrier faced 
by many non-English mother-tongue students.
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Author’s note: In 2011, the Physics honours class comprised six 
students, four of whom were part of the 2007 cohort in the Augmented 
Physics module. All these students successfully passed their honours 
degrees and are now reading for MSc degrees at various institutions 
in South Africa. The four NATED (old) matric students from the 2008 
cohort finished their degrees in the minimum specified time of 4 years 
in 2011 and two of these students have subsequently registered for 
honours degrees in Physics at UKZN while the other two have decided to 
pursue honours degrees in other fields.
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The impact of accent identification errors on 
speech recognition of South African English

For successful deployment, a South African English speech recognition system must be capable of 
processing the prevalent accents in this variety of English. Previous work dealing with the different accents 
of South African English has considered the case in which the accent of the input speech is known. Here we 
focus on the practical scenario in which the accent of the input speech is unknown and accent identification 
must occur at recognition time. By means of a set of contrastive experiments, we determine the effect 
which errors in the identification of the accent have on speech recognition performance. We focus on the 
specific configuration in which a set of accent-specific speech recognisers operate in parallel, thereby 
delivering both a recognition hypothesis as well as an identified accent in a single step. We find that, despite 
their considerable number, the accent identification errors do not lead to degraded speech recognition 
performance. We conclude that, for our South African English data, there is no benefit of including a more 
complex explicit accent identification component in the overall speech recognition system. 

Introduction
Although English is used throughout South Africa, it is spoken as a first language by just 9.6% of the population.1 
Accented English is therefore highly prevalent and speech recognition systems must be robust to these different 
accents before successful speech-based services can become accessible to the wider population. 

One solution to accent-robust automatic speech recognition is to develop acoustic models that are accent 
independent. For accent-independent models, no distinction is made between different accents, and training data 
are pooled. A different approach is to develop several separate acoustic model sets that are each designed to deliver 
optimal performance for a particular accent and then to combine these within a single system. In this latter case, 
accent identification (AID) must occur in order for the correct set of acoustic models to be chosen at recognition 
time. However, state-of-the-art AID is complex and adds a significant additional hurdle to the development of a 
speech recognition system.2 In this study we investigated the impact that such AID errors have on the accuracy 
of speech recognition for the five acknowledged accents of South African English (SAE).To do this, we compared 
three established acoustic modelling approaches by means of a set of contrastive speech recognition experiments 
in which the accent of the SAE input speech is assumed to be unknown. As a baseline, we also considered 
the performance that was achieved when the input accent is known. Our results provide some insight into the 
importance of AID accuracy within the context of an SAE speech recognition system. 

Accents of English in South Africa
Five major accents of SAE are identified in the literature: Afrikaans English, Black South African English, Cape Flats 
English, White South African English and Indian South African English.3 The term ‘South African English’ is used to 
refer collectively to all the accents of English spoken in the country. 

English itself was originally brought to South Africa by British occupying forces at the end of the 18th century. 
The accent known as White South African English (EE) refers to the first-language English spoken by White South 
Africans who are chiefly of British descent. This accent is used by approximately 3.1% of the population.1 Afrikaans 
English (AE) refers to the accent used by White South African second-language English speakers of Afrikaans 
descent. Afrikaans has its origins in 17th century Dutch, which was brought to South Africa by settlers from the 
Netherlands. Although the Afrikaans vocabulary has a predominantly Dutch origin, it was influenced by Malay, 
Portuguese and the Bantu and Khoisan languages. White Afrikaans speakers comprise approximately 5.3% of the 
South African population.1 Cape Flats English (CE) has its roots in the 19th century working-class residential areas 
in inner-city Cape Town where residents from many different ethnic affiliations, religions and languages came into 
regular contact with one another. The accent spread as residents from these mixed neighbourhoods moved or were 
forced to move to the Cape Flats in the 1960s and 1970s.4 Today CE is most closely associated with the ‘Coloured’ 
community of South Africa, which comprises approximately 9.1% of the total population.1 The connection between 
EE, AE and CE, all three of which have been strongly influenced by Afrikaans, has been emphasised in the literature.3 
Black South African English (BE) refers to the variety of English spoken by Black South Africans whose first 
language is an indigenous African language. BE speakers are overwhelmingly first-language speakers of one of the 
nine official indigenous African languages of South Africa and comprise approximately 74.9% of the population.1 
Indian languages were brought to South Africa by labourers who were recruited from India after the abolition of 
slavery in European colonies in the 19th century. These Indian languages have existed in South Africa since 1860, 
mainly in KwaZulu-Natal. Today Indian South African English (IE) is spoken as a first language by most of the Indian 
South African population. Approximately 2.5% of the South African population are considered Indian or Asian and 
86.1% speak English as a first language.1 

To obtain some initial intuition regarding the relative similarity of these five accents, we deter mined how similar 
the statistical distributions describing the acoustics of corresponding sounds in each accent were to one another. 
We achieved this by applying the Bhattacharyya distance, which allows a measure of similarity between two 
probability density functions to be computed.5 Three-state single-mixture monophone hidden Markov models 
(HMMs) were obtained using the acoustic data for each accent separately. For each accent pair, the Bhattacharyya 
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distance was subsequently computed between corresponding states 
of the two HMMs. The average over the three resulting distances was 
then determined to obtain a measure of between-accent similarity 
for a particular monophone. Finally, the average distance between all 
corresponding pairs of monophones was calculated to obtain a measure 
of inter-accent similarity.6 For the five accents of SAE, an approximate 
representation of these distances is shown in Figure 1, where particle 
swarm opti misation7 was used to find an approximate projection of the 
distances into two dimensions. In the figure, similarity is indicated by a 
geometrically shorter distance between accents. From this first analysis 
we conclude that AE, CE and EE are quite similar, while BE and IE are 
more dissimilar from the other accents and from each other. 

BE

IE

0.309

0.352

CE

0.478

0.216

0.307

0.241

EE

AE

0.426

0.426

0.320

0.415

Figure 1: Graphical depiction of the average Bhattacharyya distances 
between the five accents of South African English: White South 
African English (EE), Indian South African English (IE), Black 
South African English (BE), Afrikaans English (AE) and Cape 
Flats English (CE). 

Related research
Several studies have considered acoustic modelling for different accents 
of the same language. Approaches include the pooling of data across 
accents, leading to a single accent-independent acoustic model8; the 
isolation of data for each accent, leading to individual accent-specific 
acoustic models9; and adaptation techniques in which models trained on 
one accent are adapted using data from another10,11. Recently, selective 
data sharing across accents through the use of appropriate decision-tree 
state clustering algorithms has also received some attention.6,12 These 
studies extend the multilingual acoustic modelling approach first 
proposed by Schultz and Waibel13 to apply to multiple accents of the 
same language. 

Most of the above studies consider the scenario in which the accent 
of the incoming speech is known and each utterance is presented only 
to the matching set of acoustic models. This approach is appropriate 
when the aim is to evaluate different acoustic modelling strategies 
without allowing performance to be influenced by the effects of accent 
misclassification. Because the accent is assumed to be known, we 
will refer to this approach as oracle AID. However, in many practical 
situations, the accent of the incoming speech would not be known. In 
such cases a single system should be able to process multiple accents. 

Three approaches for the recognition of multiple accents are commonly 
found in the literature. One approach is to precede accent-specific 
speech recognition with an explicit AID step.14 A second approach is 
to run a bank of accent-specific recognisers in parallel and select the 
output with the highest associated likelihood.15 In this set-up, AID is 
performed implicitly during recognition. A third approach is to train a 
single accent-independent model set by pooling data across accents 
and thereby avoid AID altogether.15 

These three approaches have been applied in various ways to different 
English accents. The recognition of non-native English from six 
European countries was considered by Teixeira et al.16 They found that 
AID followed by recognition gave comparable performance to an oracle 
configuration, but both were outperformed by an accent-independent 
system. Chengalvarayan15 compared the parallel and accent-
independent approaches for recognition of American, Australian and 
British English and found that the accent-independent approach gave 
the best performance. Variations of the three approaches have also been 
considered. For example, Beattie et al.17 proposed a parallel recognition 
approach in which the accent-specific recogniser is selected based on 
a history of scores for a specific speaker instead of only the score for 
the current utterance. This method proved to be superior to accent-
independent modelling for three dialects of American English. We also 
compared the oracle, parallel and accent-independent strategies in 
our experiments to determine what could be learnt for the case of the 
accents of SAE. 

Speech resources

Training and test data 
Our experiments were based on the African Speech Technology (AST) 
databases.18 The databases consist of telephone speech recorded 
over fixed and mobile telephone networks and contain a mix of read 
and spontaneous speech. As part of the AST project, five English 
accented speech databases were compiled corresponding to the five 
accents of SAE. These databases were transcribed both phonetically, 
using a common international phonetic alphabet (IPA)-based phone set 
consisting of 50 phones, as well as orthographically. The assignment of 
a speaker’s English accent was guided by the speaker’s first language 
and ethnicity. 

Each of the five databases was divided into training, development and 
evaluation sets. As indicated in Tables 1 and 2, the training sets each 
contain between 5.5 h and 7 h of speech from approximately 250 
speakers, while the evaluation sets contain approximately 25 min from 
20 speakers for each accent. The development sets were used only for 
the optimisation of the recognition parameters before final testing on 
the evaluation data. For the development and evaluation sets, the ratio 
of male to female speakers is approximately equal and all sets contain 
utterances from both landline and mobile telephones. There is no speaker 
overlap between any of the sets. The average length of a test utterance 
is approximately 2 s. 

Table 1: Training sets for each South African English accent

Accent 
Number of 
hours of 
speech 

Number of 
utterances 

Number of 
speakers 

Word 
tokens 

AE 7.02 11 344 276 52 540 

BE 5.45 7779 193 37 807 

CE 6.15 10 004 231 46 185 

EE 5.95 9879 245 47 279 

IE 7.21 15 073 295 57 253 

Total 31.78 54 078 1240 241 064 

AE, Afrikaans English; BE, Black South African English; CE, Cape Flats English; EE, White 
South African English; IE, Indian South African English. 
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Table 2: Evaluation sets for each South African English accent

Accent Speech 
(min) 

Number of 
utterances 

Number of 
speakers 

Word 
tokens 

AE 24.16 689 21 2913 

BE 25.77 745 20 3100 

CE 23.83 709 20 3073 

EE 23.96 702 18 3059 

IE 25.41 865 20 3362 

Total 123.13 3710 99 15 507 

AE, Afrikaans English; BE, Black South African English; CE, Cape Flats English; EE, White 
South African English; IE, Indian South African English.

Language models and pronunciation dictionaries 
Using the SRI language modelling (SRILM) toolkit,19 an accent-independent 
backoff20 bigram language model was trained on the combined training 
set transcriptions of all five accents. Absolute discounting was used 
for the estimation of language model probabilities.21 As part of the AST 
project, a separate pronunciation dictionary was obtained for each 
accent individually. These individual contributions were combined into 
a single pronunciation dictionary for the experiments presented here. 
These design decisions were made based on preliminary experiments 
which indicated that accent-independent pronunciation and language 
modelling outperformed the accent-specific alternatives. Language 
model perplexities and out-of-vocabulary rates are shown in Table 3. 

Table 3: Bigram language model perplexities and out-of-vocabulary (OOV) 
rates measured on the evaluation sets

Accent Bigram types Perplexity OOV (%) 

AE 11 580 24.07 1.82 

BE 9639 27.87 2.84 

CE 10 641 27.45 1.40 

EE 10 451 24.90 1.08 

IE 11 677 25.55 1.73 

AE, Afrikaans English; BE, Black South African English; CE, Cape Flats English; EE, White 
South African English; IE, Indian South African English.

Experimental methodology

General set-up 
Speech recognition systems were developed using the HTK tools.22 
Speech audio data were parameterised as 13 Mel-frequency cepstral 
coefficients with their first- and second-order derivatives to obtain 
39-dimensional observation vectors. Cepstral mean normalisation 
was applied on a per-utterance basis. The parametrised training sets 
were used to obtain three-state left-to-right single-mixture monophone 
HMMs with diagonal covariance matrices using embedded Baum-Welch 
re-estimation. These monophone models were then cloned and 
re-estimated to obtain initial cross-word triphone models which were 
subsequently subjected to decision-tree state clustering. Clustering 
was followed by five iterations of re-estimation. Finally, the number 
of Gaussian mixtures per state was gradually increased, with each 
increase being followed by five iterations of re-estimation. This yielded 
diagonal-covariance cross-word tied-state triphone HMMs with three 
states per model and eight Gaussian mixtures per state. 

Acoustic modelling 
When performing speech recognition of multiple accents by running 
separate recognisers in parallel, different acoustic modelling approaches 

can be followed. We considered two modelling approaches. Comparable 
acoustic modelling approaches have been previously considered in 
multilingual13,23 as well as multi-accent6,12,24 settings. The two approaches 
we used – accent-specific acoustic modelling and multi-accent acoustic 
modelling – are distinguished by different methods of decision-tree 
state clustering. 

In accent-specific acoustic modelling, separate accent-specific 
acoustic models are trained and no sharing of data occurs between 
accents. Separate decision-trees are grown for each accent and the 
clustering process employs only questions relating to phonetic context. 
Chengalvarayan15 has applied such models in a parallel configuration. 
In multi-accent acoustic modelling,  decision-tree questions relate not 
only to the phonetic context, but also to the accent of the basephone. 
Tying across accents can thus occur when triphone states are similar, 
while the same triphone state from different accents can be modelled 
separately when there are differences. Detailed descriptions of this 
approach can be found in the existing literature.6,23 

As a further benchmark we considered accent-independent acoustic 
modelling in which a single model set is obtained by pooling data across 
all accents for phones with the same IPA classification and the need for 
AID is side-stepped. The decision-tree clustering process employs only 
questions relating to phonetic context. Such pooled models are often 
employed for the recognition of accented speech12,15,16 and therefore 
represent an important baseline. 

System configuration and evaluation 
Five recognisers, one tailored to each SAE accent, were configured 
in parallel and the output with the highest associated likelihood was 
selected as the final speech recognition hypothesis. This configuration 
is illustrated in Figure 2. The selection of the highest scoring result can 
be performed independently for each utterance, leading to per-utterance 
AID, or for each speaker, leading to per-speaker AID. The choice between 
these two AID schemes will depend on practical constraints and we 
report on the performance of both. Accent-specific and multi-accent 
acoustic models were employed in competing parallel systems and 
these were compared with accent-independent acoustic models. As a 
further benchmark we compared the performance of the parallel systems 
to that of systems in which each test utterance was presented only to 
the recogniser with matching accent (oracle AID). This configuration is 
illustrated in Figure 3. In each case the oracle configuration used the 
same acoustic models as the parallel configuration it was compared 
to. In this way the penalty as a result of AID errors occurring implicitly 
during parallel recognition can be analysed by direct comparison with 
the oracle configuration. 

Input speech
(any accent)

Likelihood scores

Hypothesised
transcription

AE
recogniser

BE
recogniser

CE
recogniser

Se
le

ct
 o

ut
pu

t w
ith

 h
ig

he
st

 li
ke

lih
oo

d

EE
recogniser

IE
recogniser

Figure 2: Parallel configuration in which multiple accent-specific 
recognisers are placed in parallel for simultaneous speech 
recognition in the five South African English accents: White 
South African English (EE), Indian South African English (IE), 
Black South African English (BE), Afrikaans English (AE) and 
Cape Flats English (CE). 
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Figure 3: Oracle configuration in which each test utterance is presented 
only to the accent-specific recognition system with matching 
accent for speech recognition in the five South African English 
accents: White South African English (EE), Indian South African 
English (IE), Black South African English (BE), Afrikaans 
English (AE) and Cape Flats English (CE). 

Experimental results
Table 4 shows the average word recognition and per-utterance AID 
accuracies measured on the evaluation sets. Implicit per-utterance AID 
was performed by the parallel accent-specific and multi-accent systems. 
Because a single recogniser was used for the accent-independent 
system, AID did not occur and identical results were obtained for the 
oracle and parallel configurations. 

Table 4: Recognition performance of the oracle and parallel configur-
ations when applying per-utterance accent identifi cation (AID). 
Average word recognition accuracies (%) are given for oracle 
and parallel configurations and per-utterance accuracies (%) 
are given for AID.

Model set Oracle Parallel AID  

Accent-specific 81.53 81.31 67.60 

Accent-independent 81.67 81.67 –

Multi-accent 82.78 82.85 65.39 

The results in Table 4 indicate that the parallel configuration employing 
accent-specific acoustic models (with an accuracy of 81.31%) was 
outperformed by its corresponding oracle configuration (with an 
accuracy of 81.53%). In contrast, the parallel configuration employing 
multi-accent acoustic models (82.85%) showed a small improvement 
over its oracle counterpart (82.78%). This improvement was despite the 
fact that the accent was misclassified in 34.6% of test cases. Although the 
improvement in recognition performance was small and only significant 
at the 66% level,25 it is noteworthy that the accent misclassifications 
did not lead to deteriorated accuracy. This observation indicates that 
some test utterances may have been better matched to the acoustic 
models of another accent. The results in Table 4 also confirm earlier 
reports in the literature of the better performance achieved by multi-
accent acoustic models in relation to their accent-specific and accent-
independent counterparts.6 It is also apparent that, despite their better 
speech recognition performance, the multi-accent models did not lead 
to improved AID. 

The performance of parallel configurations applying per-speaker AID 
is shown in Table 5. The performance of the oracle configurations and 

the accent-independent model set were unchanged from Table 4. A 
comparison between the two tables indicates that performing AID on a 
per-speaker basis improved speech recognition accuracy (from 81.31% 
to 81.69%) for the parallel systems using accent-specific acoustic 
models, while recognition accuracy (82.85%) was unchanged for the 
multi-accent systems. In both cases, AID accuracies were substantially 
improved to approximately 90%. Among the acoustic modelling options, 
the multi-accent approach continued to deliver the best performance. 

Table 5: Recognition performance of the oracle and parallel configur-
ations when applying per-speaker accent identification (AID). 
Average word recognition accuracies (%) are given for oracle 
and parallel configurations and per-utterance accuracies (%) 
are given for AID.

Model set Oracle Parallel AID  

Accent-specific 81.53 81.69 89.84 

Accent-independent 81.67 81.67 –

Multi-accent 82.78 82.85 89.81 

The results presented here lead us to the surprising conclusion that better 
AID does not necessarily lead to higher speech recognition accuracy for 
the accents of SAE in our databases. Despite a sizeable proportion of 
accent misclassifications (34.6%), the parallel per-utterance AID system 
employing multi-accent acoustic models showed no deterioration in 
accuracy compared to an oracle configuration (in which no accent 
misclassifications occur). When parallel recognition was performed at 
a per-speaker level, the proportion of AID errors reduced substantially 
from 34.6% to 10.2%, but the performance of the parallel multi-accent 
system remained unchanged. 

A reason for this weak dependency of speech recognition accuracy on 
AID performance could be the inherent difficulty of classifying accents. 
Accent labels were assigned on the basis of the speaker’s first language 
and ethnicity, which may not be a reliable way to determine ‘true’ accent. 
Recent research has shown, for example, that Black speakers with an 
indigenous African language as a first language exhibit an increasing 
tendency of adopting the accent normally attributed to White South 
African speakers of English.26 Furthermore, even when the accent label 
is uncontested, there may be considerable variation.27,28 Hence the 
accent labels may in some cases not be ideal from the point of view of 
acoustic homogeneity. 

Analysis of accent misclassifications
An accent misclassification occurs when the accent of the recogniser 
selected for a particular utter ance during parallel recognition is different 
from the accent with which that utterance is labelled. We analysed 
these errors for the case of per-utterance AID. For each misclassified 
utterance, the recognition hypothesis produced by the oracle and the 
parallel configurations were obtained. Both these hypotheses were 
subsequently aligned with the reference transcription. By comparing the 
two alignments we determined whether the misclassification resulted in 
an improvement or in a deterioration in performance relative to that of 
the oracle configuration. The resulting effect on recognition performance 
of using the parallel configuration instead of the oracle configuration was 
also calculated. 

Tables 6 and 7 present the results of this analysis for the accent-specific 
and multi-accent acous tic model sets, respectively. We see that, for 
both acoustic modelling approaches, the majority (approximately 
75%) of misclassified utterances did not influence speech recognition 
performance. While misclassified utterances were shorter than the 
average evaluation set utterance (∼1.7 s compared with ∼2 s), those 
which led to improved performance were longer (∼2.7 s). Misclassified 
utterances leading to deteriorated accuracy were of approximately average 
length (∼2.1 s) while utterances having no effect were shorter (∼1.4 s). 
These observations apply to both acoustic modelling approaches. 

Research Article Accent identification and speech recognition of South African English
Page 4 of 6 



67 Volume 110 | Number 1/2
January/February 2014

South African Journal of Science  
http://www.sajs.co.za

Focusing first on the accent-specific systems, Table 4 indicates that the 
parallel configuration (81.31% accuracy) was slightly outperformed by 
its oracle counterpart (81.53%). Table 6 reveals that a larger number of 
misclassifications led to deterioration than to improvement. However, 
the misclassified utterances resulting in improvements were on average 
longer and hence the number of tokens involved in improved and 
deteriorated performance, respectively, was approximately equal. The 
effect of misclassifications leading to improvements (+1.29%) was 
outweighed	by	those	leading	to	deterioration	(−1.52%),	which	ultimately	
resulted in the 0.23% absolute drop in performance. 

For the multi-accent systems, Table 4 indicates that the parallel 
configuration (82.85%) yielded a slight improvement over its oracle 
counterpart (82.78%). Table 7 indicates that, although approximately the 
same number of misclassifications led to deteriorated and to improved 
performance, the number of tokens involved in improved performance 
was greater. As a result, the improvement as a result of misclassifications 
(+1.19%)	was	slightly	larger	than	the	deterioration	(−1.12%),	leading	to	
the small overall improvement of 0.07%. 

Table 8 presents the AID confusion matrix for the parallel multi-accent 
system employing per-utterance AID. The table indicates that confusions 
are most common between AE and CE, between AE and EE, and between 
CE and IE. Interestingly, such closeness between the CE and IE accents 
has recently also been established in an independent linguistic study.29 
The diagonal of Table 8 indicates that CE, EE and AE utterances are 
most prone to misclassification, while IE and BE are identified correctly 
more often. This analysis agrees with the pattern that was depicted in 
Figure 1, which highlights the similarity of AE, CE and EE, and the more 
distinct nature of BE and IE. The AID confusion matrix for the parallel 
per-utterance AID system using accent-specific models indicates 
similar trends. 

Summary and conclusions
We investigated the effect of accent misclassifications on recognition 
accuracy when perform ing parallel speech recognition of the five 
accents of SAE. In order to isolate the effect of AID errors, the speech 
recognition performance of systems em ploying recognisers in parallel 
was compared with the performance of an oracle configuration in which 
each test utterance is presented only to the recogniser of the matching 
accent. Parallel configurations were also compared with accent-
independent recognition achieved by pooling training data. 

Our experimental results show that a parallel configuration applying AID at 
a per-utterance level and employing multi-accent acoustic models, which 
allow selective data sharing across accents, exhibited no degradation in 

accuracy compared to an oracle configuration despite a considerable 
number of AID errors. When AID was performed at a per-speaker instead 
of at a per-utterance level, we found that AID accuracy improved but that 
the recognition accuracy remained unchanged. An anal ysis of accent 
misclassifications indicated that misclassified utterances leading to 
improved speech recognition accuracy were on average longer than 
those leading to deteriorated accuracy. However, it was found that the 
majority (approximately 75%) of misclassified utterances did not affect 
speech recognition performance. 

Table 8: Confusion matrix for the parallel per-utterance accent 
identification system using multi-accent acoustic models. 
Confusions are indicated as percentages (%).

Hypothesised accent

Ac
tu

al
 a

cc
en

t 

AE BE CE EE IE 

AE 62.41 3.48 17.42 11.32 5.37 

BE 4.16 78.26 7.38 3.36 6.85 

CE 16.50 6.77 53.88 8.60 14.25 

EE 21.94 3.70 7.27 58.83 8.26 

IE 2.43 7.40 10.98 7.75 71.45 

AE, Afrikaans English; BE, Black South African English; CE, Cape Flats English; EE, White 
South African English; IE, Indian South African English.

We conclude that accent misclassifications occurring in a parallel 
recognition configuration do not necessarily impair speech recognition 
performance and that multi-accent acoustic models are par ticularly 
effective in this regard. This conclusion is important from the perspective 
of practical system implementation because it suggests that there is little 
to be gained from the inclusion of a more elaborate AID scheme prior 
to speech recognition. The inclusion of such an explicit AID component 
would significantly increase the design and implementation complexity 
of the overall speech recognition system. This increased cost would be 
particularly keenly felt in the under-resourced South African setting, in 
which suitable data and associated speech resources are scarce. 
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Sunspot numbers:  
Implications on Eastern African rainfall

Following NASA’s prediction of sunspot numbers for the current sunspot cycle, Cycle 24, we now include 
sunspot numbers as an explanatory variable in a statistical model. This model is based on fitting monthly 
rainfall values with factors and covariates obtained from solar–lunar geometry values and sunspot numbers. 
The model demonstrates high predictive skill in estimating monthly values by achieving a correlation 
coefficient of 0.9 between model estimates and the measurements. Estimates for monthly total rainfall for the 
period from 1901 to 2020 for Kenya indicate that the model can be used not only to estimate historical values 
of rainfall, but also to predict monthly total rainfall. We have found that the 11-year solar sunspot cycle has 
an influence on the frequency and timing of extreme hydrology events in Kenya, with these events occurring 
every 5±2 years after the turning points of sunspot cycles. While solar declination is the major driver of 
monthly variability, sunspots and the lunar declinations play a role in the annual variability and may have 
influenced the occurrence of the Sahelian drought of the mid-1980s that affected the Sahel region including 
the Greater Horn of Africa. Judging from the reflection symmetry, the trend of the current maximum and the 
turning point of the sunspot minimum at the end of the Modern Maximum, with a 95% level of confidence, 
drought conditions similar to those of the early 1920s may reoccur in the year 2020±2. 

Introduction
We begin by describing briefly the three predictors we have used in this study. These are monthly values of the 
sunspot numbers, maximum lunar declination and solar declination.

Sunspot numbers
The number of sunspots appearing on the solar surface has been recorded each month through observations and 
calculation for a long time. Currently, sunspot numbers are clearly headed towards a minimum given the trends and 
the near symmetry of the current maximum, typically referred to as Modern Maximum, which comprises Cycles 
17 to 23 (Figure 1). The current cycle, Cycle 24, will probably mark the end of the Modern Maximum, with the sun 
switching to a state of less strong activity. While there are three main groups of prediction methods according to 
Kristof1 – precursor methods, extrapolation methods and model-based predictions – the National Aeronautics and 
Space Administration (NASA) and the Solar Influences Data Analysis Center (SIDC)2 have finally used the precursor 
method and made their predictions for Cycle 24. The smoothed sunspot numbers and predictions can be seen 
in Figure 1.
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Figure 1: Smoothed sunspot numbers of Cycles 14 to 24 showing the predicted (dotted) segment. 

Sunspot numbers have been associated with a change in climate, including severe climatic conditions during 
the Maunder Minimum – the period 1640–1705 which was characterised by a conspicuous lack of sunspots.3 
Total solar irradiance increases when the number of sunspots increases. Total solar irradiance is higher at solar 
maximum, even though sunspots are darker (cooler) than the average photosphere. Meehl and Arblaster4 analysed 
sea surface temperatures from 1890 to 2006. They then used two computer models from the US National Center 
for Atmospheric Research to simulate the response of the oceans to changes in solar output. They found that as 
the sun's output reaches a peak, the small amount of extra sunshine over several years causes a slight increase 
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in local atmospheric heating, especially across parts of the tropical and 
subtropical Pacific where sun-blocking clouds are normally scarce. The 
small amount of extra heat leads to more evaporation, producing extra 
water vapour. In turn, moisture is carried by trade winds to the normally 
rainy areas of the western tropical Pacific, fuelling heavier rains. 

In 2008, White and Liu5 provided evidence that the 11-year solar cycle 
may be the trigger for El Niño and La Niña events by using harmonic 
analysis on observed and model data. A model such as the one developed 
in this study captures interannual rainfall variability by involving sunspot 
numbers as predictors. The dotted line in Cycle 24 represents NASA’s 
predicted sunspot numbers for 2012–2020. 

Sunspot Cycle 24 is the last cycle of the current maximum while the 
dotted line shows the sunspot numbers that NASA have predicted 
for 2013–2020. The current prediction for Sunspot Cycle 24 gives a 
smoothed sunspot number maximum of about 69 in 2013. Hathaway 
et al.’s6 method of predicting the behaviour of a sunspot cycle is fairly 
reliable once a cycle has reached about 3 years after the minimum 
sunspot number occurs. 

Maximum lunar declination 
Varying angular lunar velocity caused by the lunar node cycle is 
considered likely to influence natural forcing of the El Niño Southern 
Oscillation (ENSO) by lunar tidal forces. Cerveny and Shaffer7 examined 
a possibility that lunar tidal forces act as an external forcing mechanism 
in regulating sea surface temperatures tied to ENSO events. They 
obtained a statistically significant correlation between maximum lunar 
declination (MLD) and both equatorial Pacific sea surface temperatures 
and South Pacific atmospheric pressure (the Southern Oscillation Index) 
for the period 1854–1999. High MLDs were associated with La Niña 
conditions, while low MLDs were associated with El Niño conditions. 
Under high MLD, circulation of the Pacific gyre is enhanced by tidal 
forces, inducing cold-water advection into the equatorial region that is 
characteristic of La Niña conditions. Under low MLD, tidal forcing is 
weakened, cold-water advection is reduced, and warmer sea surface 
conditions characteristic of El Niño prevail. Together with the solar cycle, 
MLDs are used to capture interannual rainfall variability.

Solar declination
Earth's axis of rotation is tilted 23.5° away from the plane perpendicular 
to Earth's orbit while its axis points in the same direction as Earth orbits 
the sun. Therefore, the solar declination angle determines the seasons, 
which are characterised by varying solar irradiance, varying length of 
day and an annual rainfall pattern. Solar declination was used to generate 
seasonal variation of rainfall.

Materials and methods

Data
The Kenya Meteorological Service8 (KenMet) supplied the rainfall data 
(rain gauge measurements) taken at Dagoretti and Jomo Kenyatta 
Airport from 1959 to 2005. The Climate Research Unit of the University 
of East Anglia (UK) provided research data sets for the Kenyan region.9 
We extracted monthly and annual rainfall totals from 1901 to 2000. The 
country aggregation is based on the TYN_CY_1_1 data set. This data set 
is referred to here as CRU.K.

NASA provided solar and lunar declination values obtained from 
their ephemeris software.10 The National Oceanic and Atmospheric 
Administration’s National Geophysical Data Center provided sunspot 
numbers, including NASA’s prediction. The international sunspot number 
is produced by SIDC2 at the World Data Center for the Sunspot Index at 
the Royal Observatory of Belgium.

The model
Model SMS12.12 is of the form: 

Response variable ~ predictor(s) Equation 1

in which the response variable is the monthly total rainfall and the three 
predictors are solar declination, maximum lunar declination and sunspot 
numbers. This model design is based on fitting a generalised linear 
model (GLM) of the Tweedie11 family to Kenya’s monthly total rainfall 
distribution values from 1951 to 1980. A fitting procedure involved 
obtaining beta values which satisfy the linear equation:

yi = βi xi
T +ei Equation 2

where yi is the estimated monthly total rainfall values for each of the three 
predicting factors, xi, and ei is the fit error in the estimate. In this study, 
we fitted first-order factors and therefore T=1. Statistical software was 
used to fit a GLM and obtain the initial estimate of beta values for the fit. 
The fitting procedure comprised two main steps:

Step 1: Fitting a GLM
We computed an initial estimate set of beta values using the GLM of 
the Tweedie family. This family of exponential dispersion models is 
characterised by the power mean–variance relationship: 

V(µ) = µp Equation 3

Thus variance V is a function of the mean (µ) and p is the power 
variance of the Tweedie distribution calculated by means of a routine 
in an R-program called tweedie.profile. To specify the Tweedie, the 
mean (µ), the dispersion parameter (ф) and the variance power (p) 
are required. Standard algorithms in R-software calculate µ and the 
maximum likelihood estimate is used to work out ф and p. A GLM fit 
on the rainfall distribution obtains initial estimates for a fit parameter, α, 
and a dispersion parameter, ф. At this point it is possible to use these 
beta values to calculate rainfall estimates for the GLM fit. However, 
rainfall data is correlated and therefore it is necessary to fit a generalised 
estimating equation to account for the correlation within the variable 
being fitted. 

Step 2: Fitting a generalised estimating equation
To fit a generalised estimating equation, it is necessary to use a 
correlation matrix which best describes the manner of correlation to 
calculate new beta values. In this case we used estimates obtained in 
Step 1 for the fit parameter α, and the correlation matrix AR(1) which is 
defined as α|u–v|

α|u–v|

1,
Ru,v = { u = v,

,  otherwise  Equation 4

In matrix notation this becomes

Ri =

1
α
α2

α2

α
αn–1

αn–1

αn–2

α
1

1

1

α

α
  Equation 5

New beta estimates are thus obtained which are then used to estimate 
monthly totals by use of Equation 1.

Results and discussion

Model results
Model SMS12.12 was trained on a 30-year CRU.K data set (1951–1980) 
and tested on two segments of data: 1901–1950 and 1981–2000. 
Predictors, solar declination, maximum lunar declinations and sunspot 
numbers used were mean values for each month. Figure 2 shows how 
SMS12.12 demonstrates prediction stability with time. 

Methods used for avoiding artificial prediction skill included using 
independent training and test data sets, cross-validation and hindcasting. 
Forecast skill depends on the amount of lead time, the number of 
forecast months and the strength of the relationships between estimates 
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and rainfall records. Each value plotted in Figure 2 represents a Pearson 
product-moment correlation coefficient between estimate and CRU.K 
value for corresponding months in the year. Correlation values remained 
above 0.5 throughout the 100-year period, except for 1925 (Figure 2). 
The probability of obtaining a correlation value above 0.5 when the 
model is used in estimating projected values is therefore 99 out of 100 
years (0.99). An adjusted R2-value of 0.62 was obtained between CRU.K 
and model estimates during the training period and reduced values 
of 0.52 and 0.56 were obtained from the test data sets. SMS12.12 
shows stability in estimating monthly total rainfall when model monthly 
estimates are compared with corresponding CRU.K values. The average 
correlation for the period 1901–2000 is 0.8. The contributions of the 
individual predictors to the variability of the predictand were 59.7% for 
solar declination, 9.4% for sunspot numbers and 8.9% for maximum 
lunar declination. Thus solar declination played the dominant role 
in monthly rainfall variability. The remaining 22% of the variability 
remains unexplained.
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Figure 2: Correlation between SMS12.12 estimates and CRU.K monthly 
values for each year, showing SMS12.12 stability.

Monthly rainfall projection
SMS12.12 was then used to estimate monthly rainfall totals for the 
period 1901–2020. Figure 3 shows monthly estimates so obtained.

Monthly totals were then aggregated into annual values and results 
standardised by mean and standard deviation. The results are shown in 
Figure 4, in which model results have been plotted together with CRU.K 
values for comparison. Model SMS12.12 estimates indicate elevated 
monthly totals (>+1 standard deviation) in the periods 1912–1913, 
1931–1932, 1951–1952, 1987–1988, 1993–1994, 1997–1998 and 
2005–2006, and depressed monthly rainfall (<-1 standard deviation) in 
1917, 1937–1938, 1947–1948, 1982–1985,1992–1993, 2002–2004, 
2010–2011 and 2019–2020. 

Model results were then validated with records from the United 
Nations Development Programme.12 Below average annual total rainfall 
was reported to have occurred in 1928, 1933–1934, 1937, 1939, 
1942–1944, 1947, 1952–1953, 1955–1957, 1975–1977, 1980–1985, 
1991–1992, 1999–2000 and 2004. Other below average values were 
recorded by KenMet in 1965, 1973–1974, 1976 and 1992–1993. 
Floods recorded by KenMet occurred in 1961, 1963, 1977–1978 and 
1997–1998. Projected model estimates indicate below normal rainfall 
in 2009–2011, 2015 and 2019–2020, with values within one standard 
deviation. Above normal rainfall may be expected in 2012–2014, 2016 
and 2018, with values within two standard deviations. Estimates were 
calculated at a 95% confidence level.
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Figure 4: Projected annual total rainfall anomalies determined by model 
SMS12.12 for the period 1901–2020. SM12.12 estimates are 
plotted together with CRU.K values for comparison.

Model diagnostics
Probabilities of rainfall volumes were calculated in order to judge the 
accuracy of the model estimates. The results are shown in Figure 5. 
Estimates are comparable at all stages of model development as shown 
by hindcasting, training (fitting) and forecast stages as well as with the 
1901–2000 climatology. Correlation values between the model and 
CRU.K data are shown in Table 1 for the hindcast, training and forecast 
stages. Model estimates are therefore reliable.

Sunspot numbers and annual rainfall
Rainfall for Kenya in the Modern Maximum indicates a peak trend that 
corresponds to that of sunspots, as shown in Figure 6. Figure 6 shows 
standardised values of annual totals of rainfall and smoothed sunspot 
numbers. A best fit trend line of peak annual rainfall is also shown. 
The trend has a peak in the 19th sunspot cycle centred around 1961. 
Variability in annual rainfall shows reflection symmetry in the year 
1961, such that Cycles 18 and 20 are object and image, respectively, 
in Figure 6. 
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Figure 3: Projected monthly total rainfall values determined by model SMS12.12 for the period 1901–2020 with a 12-month moving average trend line.
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Figure 5: Probability of rainfall amounts using hindcast, SM12.12 fitting, 
forecast and climatology.

Table 1: Correlation coefficients between model SMS12.12 and CRU.K 
data for hindcast, training and forecast stages

Segment Coefficient

1901–1951 (hindcast) 0.90

1951–1981 (training) 0.92

1981–2000 (forecast) 0.84

We refer to events occurring prior to 1961 as objects of corresponding 
events after 1961, which are images. Object and image pairs labelled c, 
d, e and f are cycle pairs: 17 and 21, 16 and 22, 15 and 23, and 14 and 
24. Object and image cycle pairs have similar rainfall peak amplitudes. 
Reflection symmetry demands that if sunspot turning points lead rainfall 
events in the objects side, the reverse will happen in the image side. 
While the cause of the distribution symmetry is still under investigation, 
it is what is observed from Figure 6. At least three sunspot turning points 
are outstanding. The first one is the heavy rainfall of the early 1960s 
corresponding to the maximum in Cycle 19, the second is the drought 
of the mid-1970s and the minimum between Cycles 20 and 21, and the 
third corresponds to the great Sahelian drought after the passing of the 
minimum between Cycles 21 and 22. From Figure 6 one can identify a 
turning point for each event of severe hydrology in Kenya, suggesting 
that sunspot numbers had an influence on rainfall as was found by Meehl 
and Arblaster4. Now that sunspots are headed for a minimum at the end 
of the Modern Maximum, one may expect fewer events of high rainfall 

and perhaps a prolonged drought of the Sahelian type. Judging from the 
symmetry of the Modern Maximum, a drought of the type experienced 
in the early 1930s will most likely occur in 2020±2 after the passage 
of the current Cycle 24. This observation is also consistent with model 
SMS12.12 results as shown in Figure 4. Because Kenya’s rainfall is 
influenced by the Sahel climate, it is likely that the decline in rainfall 
volumes may be experienced in the Eastern Africa region and perhaps 
the Sahel region, including the Greater Horn of Africa. 

Summary and conclusions
This study was motivated by the desire to find out the physical causes 
of the Kenyan droughts of the early 1980s and at the turn of this century. 
The temporal distribution of sunspot numbers indicates that each turning 
point corresponds to events of severe hydrology in Kenya with a time lag 
of 5±2 years. Therefore, such events are predictable so long as sunspots 
can be predicted in advance. However, the prediction of sunspots has 
not been easy and the current prediction of Cycle 24 appears to be at 
the end of the Modern Maximum, therefore breaking the continuity. The 
current maximum is fairly symmetrical, increasing the confidence that 
sunspot activity is headed for an all time low, perhaps similar to the one 
at the beginning of the last century with a corresponding reduction in 
annual rainfall volumes. It is therefore likely that Kenya will experience 
reduced rainfall at the turn of Cycle 24 and around the year 2020±2. 

Model estimates indicate that before 2020, above average rainfall 
may be expected in the period 2013–2018 and below normal rainfall 
in 2019–2020. No sunspot numbers are available to enable estimation 
beyond 2020 using the model; in addition, the behaviour of sunspots is 
uncertain beyond Cycle 24. However, as we head towards 2020, it is 
likely that the evolution of sunspots will occur in a predictable pattern so 
that sunspot prediction will be possible. However, this observation cannot 
yet be assumed for global data sets. Furthermore, we recommend that 
future studies be done on rainfall residuals so that the seasonality factor 
is eliminated and a better indication of the influence of sunspot numbers 
can be obtained. A comparison of the results with those obtained through 
statistical downscaling methods is also recommended.
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A late Holocene sea-level curve for the  
east coast of South Africa

South Africa’s extensive and topographically diverse coastline lends itself to interpreting and understanding 
sea-level fluctuations through a range of geomorphological and biological proxies. In this paper, we present 
a high-resolution record of sea-level change for the past ~1200 years derived from foraminiferal analysis of 
a salt-marsh peat sequence at Kariega Estuary, South Africa. A 0.94-m salt-marsh peat core was extracted 
using a gouge auger, and chronologically constrained using five radiocarbon age determinations by 
accelerator mass spectrometry, which places the record within the late Holocene period. Fossil foraminifera 
were analysed at a high downcore resolution, and a transfer function was applied to produce a relative sea-
level reconstruction. The reconstructed sea-level curve depicts a transgression prior to 1100 cal years BP 
which correlates with existing palaeoenvironmental literature from southern Africa. From ~1100 to ~300 
cal years BP, sea levels oscillated (~0.5-m amplitudes) but remained consistently lower than present-day 
mean	sea	level.	The	lowest	recorded	sea	level	of	−1±0.2	m	was	reached	between	800	and	600	cal	years	
BP. After 300 cal years BP, relative sea level has remained relatively stable. Based on the outcomes of this 
research, we suggest that intertidal salt-marsh foraminifera demonstrate potential for the high-resolution 
reconstruction of relative sea-level change along the southern African coastline. 

Introduction
Understanding past patterns of sea-level change is important on local (e.g. for coastal management and engineering), 
regional to national (e.g. national future sea-level predictions) and global scales (e.g. for understanding polar ice 
sheet history). Evidence of recent sea-level change can be derived from instrumental data such as tide gauges 
(for example see Douglas1) and satellite altimetry (for example see Nerem2). These records can be extended back 
into the Holocene by means of proxy data from archaeological sites, geomorphological features, isolation basin 
contacts and salt-marsh sediments.3,4 Relative sea-level (RSL) curves have been constructed for a substantial 
portion of northern hemisphere coastlines3,5-8; however, to date, few curves have been presented for the southern 
hemisphere.9,10 Recently, late Holocene RSL curves were produced for New Zealand11 and Tasmania12, yet no such 
curve exists for South Africa. 

The southern African coastline has been tectonically stable throughout the late Quaternary, which means that 
sea-level change in this region would have been marginally affected by postglacial eustatic rise during the end of 
the Pleistocene and the early parts of the Holocene.13 Holocene RSL records for the eastern and western coastlines 
are incomplete in extent and coarse in resolution.13 South African sea-level research has therefore relied largely 
on global records as a benchmark.14 During the last 7000 years, southern African sea levels have fluctuated by no 
more than ±3 m.13,15-17 Sea-level curves based on observational data for southern Africa indicate that Holocene 
highstands occurred at 6000 and again at 4000 cal years BP, followed by a lowstand from 3000 to 2000 cal years 
BP.13,17 The mid-Holocene highstands culminated in a sea-level maximum of approximately 3 m above mean sea 
level (MSL) from 7300 to 6500 cal years BP13,18 and of 2 m above MSL at around 4000 cal years BP.14-16 Thereafter, 
RSL dropped to slightly below the present level between 3500 and 2800 cal years BP.13 Sea-level fluctuations 
during the late Holocene in southern Africa were relatively small (1–2 m); however, these fluctuations had a major 
impact on past coastal environments.13,15-17 Evidence from the west coast suggests that there was a highstand 
of 0.5 m above MSL from 1500 to 1300 cal years BP, or possibly earlier (1800 cal years BP13), followed by a 
lowstand (-0.5 m above MSL) from 700 to 400 cal years BP.17 A lowstand along the southern coast, dated to 700 
cal years BP, is evident from in-situ tree stumps exposed at low tide.19 The majority of proxy sea-level data from 
South Africa derive from sites on the western and southwestern coastlines (e.g. Langebaan, Knysna, Verlorenvlei 
and Bogenfel Pan).

High-resolution sea-level reconstructions can be achieved through the analysis of salt-marsh foraminifera, which 
are accurate and precise sea-level indicators as a result of their vertically zoned nature relative to tidal levels and 
elevation above MSL.20,21 Salt marshes experience daily and seasonal variations in salinity, flooding frequency and 
suspended sediment delivery, directly linked to tidal overflow.22 Surface elevations are predominantly controlled 
by tidal inundation (sediment delivery) and mean salinities (plant productivity).23 Foraminiferal assemblages are 
vertically zoned along salt-marsh surface elevational gradients in relation to inundation rates and tidal elevations; 
thus, in temperate regions, foraminiferal assemblages are considered accurate proxies of past sea-level 
change.20,24,25 By assigning indicative meanings (environmental ranges with reference to water level) to modern 
foraminiferal zonations, and applying these to downcore fossilised assemblages, predictions of past sea levels can 
be made with precisions of between ±0.05 m and ±0.2 m.8 

In the southern African context, the application of foraminifera as biological indicators has been restricted to 
studies of stratigraphy26, temperature change27, sedimentology28-31 and marine records32. The use of salt-marsh 
foraminifera to reconstruct relative sea-level change has been limited to a single published study at Langebaan.33 
Here we introduce an established sea-level proxy to determine proof of concept for South African sea-level 
research. This technique has the potential to contribute to our incomplete understanding of past sea-level change 
along the southern African coastline. 
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In this study we present a high-resolution foraminiferal analysis of a 
sedimentary sequence derived from the Kariega Estuary, Eastern Cape, 
South Africa (Figure 1). Modern foraminiferal assemblages analysed at 
this site exhibit clear vertical zonation across the marsh surface. Modern 
assemblages were used to construct a training set of foraminifera suitable 
for transfer function purposes which could then be applied to downcore 
fossilised assemblages. A late Holocene sea-level reconstruction 
chronologically controlled by accelerator mass spectrometry (AMS) 
radiocarbon dating is presented, representing the first high-resolution, 
continuous record of sea-level history for eastern South Africa.

Study site
The Kariega River is elongated and sinuous, with the estuary stretching 
approximately 18 km inland from the mouth (Figure 1). The estuary is 
surrounded by salt marshes, sand flats and steep slopes in the upper 
reaches.34 The system is hypersaline owing to a lack of freshwater input34; 
however, scouring by tidal currents maintains a permanent connection 
with the sea.35 As with many estuarine systems along the Eastern Cape 
shoreline, Kariega has a small tidal prism, with water levels fluctuating 
in response to semi-diurnal and spring/neap tidal cycles.36 This system 
has a low turbidity, with little salinity and thermal stratification of the 
water column during any stage of the tidal cycle.36 The system receives 
variable rainfall, has a small catchment area (686 km2) and is regulated 
by three dams. 

There are three major intertidal salt-marsh systems at Kariega: Taylors, 
Grants and Galpins. The intertidal creeks of Taylors and Grants marshes 
are relatively shallow with a narrow intertidal area, while Galpins marsh 

is wider and more extensive.37,40 Several characteristics of Galpins salt 
marsh make it an ideal location for foraminiferal analysis: (1) the marsh 
is attached to a small estuarine embayment, and is thus protected 
from erosional dynamics associated with the main channel; (2) the 
intertidal zone exhibits clear vegetation zonation, dominated by Spartina 
maritima and Sarcocornia perennis; and (3) analysis of surface samples 
across the intertidal zone indicate clear vertical zonation in modern 
foraminiferal assemblages.

Methods
An extensive programme of coring using a 20-mm diameter gouge 
auger was conducted to establish the stratigraphy of the salt marsh. 
Core lithologies were described using notation developed by Long et 
al.41, based on original classification techniques by Troels-Smith43. A 
master core was taken from the high marsh (near the level of mean high 
water spring tides) for palaeoenvironmental analyses. Five neighbouring, 
stratigraphically consistent 1-m continuous sediment cores (KAR1–5) 
were extracted from this point in the salt marsh (33°39’04”S; 26°39’74”E) 
using a 50-mm diameter gouge auger. Cores were placed into polyvinyl 
chloride piping, wrapped in polythene sheeting and heavy duty plastic 
and transported to the laboratory for cold storage and analysis. Of the 
five cores, one was selected for foraminiferal analysis (KAR2) and 
another for developing a chronology (KAR4). Remaining cores are in 
cold storage for potential future studies.

Stratigraphic boundaries were targeted for dating to produce a late 
Holocene chronology. Five samples were extracted from core KAR4 for 
AMS radiocarbon analysis at Beta Analytic (USA). The organic fraction 

Figure 1: Location of Kariega Estuary (after Paterson and Whitfield37) and sites mentioned in the text: Bogenvel Pan18; Verlorenvlei13; Langebaan17; Knysna19; 
Kosi Bay15; Macassa Bay38 and Vilanculos39.
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was dated for four bulk sediment samples and the carbonate fraction for 
a single shell sample at the base of the core. AMS ages for bulk sediment 
samples were calibrated using the calibration curve SHCal04.43 

The	 marine	 shell-derived	 age	 was	 corrected	 using	 a	 ΔR	 value	 of	
146±85.44 This correction provided a spuriously young age, possibly as 
a result of shell recrystallisation. Several linear age modelling scenarios 
were considered, including the less parsimonious possibility that the 
shell age is correct and that overlying bulk sediment ages are all too 
old. In accordance with the principle of parsimony, the shell age was 
ultimately excluded and an objective Bayesian age-modelling exercise 
was applied to the remaining dates. An alternative explanation is that 
older sediments could have been washed downstream and deposited in 
the salt marsh. However, the consistently organic stratigraphy does not 
provide supporting evidence of sedimentary inwash events, as it lacks 
coarse sand layers. The majority of foraminiferal tests encountered were 
intact without etching, which does not support sediment reworking.

‘Bacon’ source code,45 within the R open-source statistical environ-
ment,46 was used to develop an age-depth model. Bacon utilises a 
Bayesian approach towards chronology building, which is reliant on a 
priori information. A mean accumulation rate of 16 cm/year was used 
for the model (acc.mean=16, acc.shape=2). However, as salt marsh 
sedimentation rates are highly variable, a low memory component 
was used (mem.mean=0.3, mem.strength=10). The resultant age-
depth model provided age ranges at a resolution of 10-mm within 
95% confidence limits. It is understood that, through using an age-
depth modelling approach rather than individually dated sea-level index 
points, sea-level reconstruction interpretation can be compromised.8 
In this instance, however, the use of Bacon facilitates the construction 
of a chronologically constrained sea-level history which would not be 
possible without age-depth modelling. 

Core KAR2 was subsampled at a 20-mm downcore resolution yielding 
48 samples for foraminiferal analysis following Scott and Medioli21 and 
Gehrels47. Samples were stored in ethanol, rinsed in distilled water and 
washed through 63-µm and 500-µm sieves. The larger sieve was used 
to remove organic matter and coarse detritus; remaining sediment on 
the smaller sieve was subdivided into eight aliquots using a volumetric 
wet splitter and retained for foraminiferal analysis. Samples were kept 
wet throughout the counting process to prevent aggregation of organic 
particles and to minimise degradation. 

A Leica M205C stereomicroscope with an attached DFC295 digital 
camera (SMM Instruments, Durban, South Africa) was used for counting 
and identifying foraminiferal assemblages under 60X, 80X and 100X 
magnification. At least 250 individuals were counted per sample48; this 
limit was most necessary where indicator species were present in low 
numbers.47 Downcore fluctuations in foraminiferal assemblages were 
plotted using Psimpoll Version 4.26349; the constrained incremental 
sum of squares (CONISS)50 stratigraphically constrained ordination 

technique assisted in defining zonation patterns of downcore fossil-
ised assemblages. 

Detrended canonical correspondence analysis was used to determine 
the environmental (in this case elevation) gradient length of the modern 
foraminiferal data set in standard deviation (SD) units. Where gradient 
lengths are < 2 SD units, it is assumed species are responding linearly 
to the environmental variable.51 The data set demonstrated a short 
gradient length of 1.4 SD units and therefore a linear-based regression 
model was suitable for developing a transfer function.52 The transfer 
function was built using a partial least squares regression model in C2

53 
and the modern foraminifera counts of both live and dead assemblages 
were combined. Training sets composed of total assemblages are still 
occasionally used based on the assumption that the live assemblages 
will in time contribute to the fossil record54; however, it is acknowledged 
that there are strong arguments suggesting that the dead assemblage 
alone is most suitable for transfer function purposes (for example, 
Murray55). Sample-specific elevation prediction errors were calculated 
using bootstrapped cross validation which provided root-mean-square 
error of prediction values for each fossil sample. Fossil samples that 
were similar in composition to the training set samples were included 
in the reconstruction. The modern analogue technique was used to 
assign a minimum dissimilarity coefficient value to all fossil samples. 
Similarity cut-off values follow Watcham et al.56 Samples below 0.66 m 
had poor fits with their closest modern analogues. These samples were 
manually assigned an indicative meaning associated with minimum sea-
level heights only. Reconstructed elevation values for all samples were 
used to calculate past sea-surface elevations in relation to present MSL 
following Gehrels57. 

Results

Stratigraphy and chronology
The basal unit for this core (0.97–0.57 m) comprises clay, silt and sand 
in approximately equal quantities. At around 0.92 m, a few unidentifiable 
shell fragments were recovered. A clay unit containing some silt is 
present from 0.57 m to 0.37 m. Above this unit is a clayey, silty sand 
lens, which is 0.70 m thick. From 0.30 m up, the lithostratigraphy is 
characterised by decreasing grain size (increasing clay content) and 
becomes increasingly organic. Between 0.70 m and the surface, there is 
abundant in-situ decaying organic material. Iron oxide staining is present 
between 0.26 m and 0.70 m. 

Accelerator mass spectrometry radiocarbon age determinations and 
their calibrated ages (with standard deviations) are presented in Table 1. 
The age-depth model created using Bacon is presented in Figure 2, 
and places the record within the late Holocene period. The basal date 
provides an age of 1331 to 1424 cal years BP at 0.895 m. The age 
determination at 0.185 m (970 to 1142 cal years BP) is identified by the 
model as a possible outlier. 

Table 1: Radiocarbon dating results for the Kariega record, indicating calibrated and uncalibrated ages

Lab code Depth (m) Sample material 13C/12C (‰) 14C year BP Cal years BP (2 SD)

Beta-334778 0.18−0.19 Organic sediment −20.5 1200±30 970−1142	(92.1%)

Beta-301135 0.53−0.54 Organic sediment −20.8 620±30 591−638	(49.7%)

Beta-334779 0.66−0.67 Organic sediment −19.8 1460±30 1281−1363	(95%)

Beta-334780 0.89−0.90 Organic sediment −19 1570±30 1331−1424	(69.6%)

Beta-3301136 0.92−0.93 Shell 1.5 673±30 557−654	(95%)
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Figure 2: Age-depth model for the Kariega record based on four 
accelerator mass spectrometry determined ages. The surface 
age is assumed to represent the present day.

Foraminiferal data
Foraminifera are present and well preserved throughout the length of the 
core. The majority of tests identified and counted were intact, with little 
evidence of corrosion. A total of 16 species were identified; the main 
species, alongside their common environmental niches, are presented 
in Table 2. Low concentrations of foraminiferal tests (<100) are present 
between 0.38 m and 0.26 m. Average foraminiferal test concentration 
for the core was 213 tests.cm3. CONISS cluster analysis identified five 
assemblage	 zones:,	 K-1	 (0.94−0.65	 m),	 K-2	 (0.65−0.46	 m),	 K-3	
(0.46−0.39	m),	K-4	(0.39−0.31	m)	and	K-5	(0.31−0	m).	These	zones	
differentiated major changes in foraminiferal populations through the 
core. Agglutinated foraminifera are most abundant in the upper reaches 
of the core and gradually decrease down the core, whereas the base of 
the core is dominated by calcareous foraminifera (Figure 3).

Table 2: Fossil assemblages identified within core KAR2 

Foraminifera Niche

Ammonia aberdoveyensis Low marsh and tidal flats

Ammonia batavus Low marsh and tidal flats

Fissurina sp. Marine shelves; transported into estuarine systems

Haynesina germanica Middle/low marsh and tidal flats

Jadammina macrescens Brackish marshes

Miliammina fusca High marsh and upper estuary

Quinqueloculina sp. Estuary mouths, inner shelf and middle/low marsh

Scherochorella moniliforme Inner shelf and estuary mouths

Spirillina vivipara Inner shelf

Textularia earlandi Coastal environments

Textularia gramen Coastal environments

Trochammina inflata High marsh and upper estuary 

Trochammina ochracea Inner shelf

Niche descriptions after Murray58 and Horton and Edwards59.

Zone K-1 at the base of the core is dominated by the calcareous species 
Ammonia aberdoveyensis and Haynesina germanica, which commonly 
comprise up to 90% of the assemblage. At 0.66 m there is a shift away 
from these species towards Ammonia batavus and the agglutinated salt-
marsh species Jadammina macrescens and Miliammina fusca (Zone 
K-2). J. macrescens is the most abundant species in Zone K-3 which 
includes low numbers of M. fusca and Trochammina inflata. Zones K-4 
and K-5 are dominated by J. macrescens. From Zone K-4 upwards there 
is an increasing diversity of agglutinated foraminiferal species. T. inflata 
and Trochammina ochracea represent up to 40% of the assemblage in 
Zone K-5. 

Figure 3: Foraminiferal concentrations down core KAR2. Indicated in the figure is the Troels-Smith43 stratigraphy and the zonation derived from a constrained 
incremental sum of squares.
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Quantitative reconstruction
Indicative-meaning based predictions of palaeomarsh-surface elevations 
were converted into sea-level estimates following Gehrels57. Samples 
with good or close modern analogue fits were reconstructed using 
the transfer function (Table 3). Those samples with poor fit represent 
foraminiferal assemblages which had no close modern analogues from 
the training set (Table 4). The presence of H. germanica in these samples 
was used to provide a sea-level estimate. This species most commonly 
occupies the intertidal zone61 and therefore an indicative range from 

lowest astronomical tide (-1.04 m above MSL) to the lowermost sample 
from the training set (0.01 m above MSL) was applied to these samples. 
Each sample was constrained chronologically using interpolated values 
from the age-depth model. The reconstructed sea-level curve for Kariega 
Estuary (Figure 4) identifies rapid RSL fall at around 1100 cal years BP 
to levels down to a minimum of ~1 m below present MSL. Between 
1100 and 300 cal years BP, RSL appeared to fluctuate at approximately 
150-year periods, with amplitudes of around 0.5 m. After 300 cal years 
BP, RSL remained relatively stable.

Table 3: Performance of the partial least squares (PLS) transfer function

 Model performance Bootstrapping

Code RMSE r2 Maximum bias r2
boot Maximum biasboot RMSEP

PLS 0.140954 0.733101 0.200624 0.619834 0.249447 0.18225

RMSE, root-mean-square error; RMSEP, root-mean-square error of prediction

Table 4: Results from the transfer function applied to the fossil data

Depth (m) Modern analogue fit Modelled age (cal years BP) Modelled age error (± year)
Indicative meaning  

(m above MSL)
Error (± m) Sea level (m)

0.005 Close -60 22.5 0.444 0.198 -0.024
0.02 Close -19 35 0.554 0.196 -0.149
0.04 Close 29 70 0.452 0.196 -0.067
0.06 Close 83 100 0.381 0.198 -0.016
0.08 Close 121 120 0.400 0.203 -0.055
0.10 Close 171 145 0.414 0.198 -0.089
0.12 Close 209 155 0.478 0.197 -0.173
0.14 Close 245 170 0.491 0.200 -0.206
0.16 Close 295 195 0.478 0.196 -0.213
0.18 Good 338 205 0.886 0.195 -0.641
0.20 Close 373 215 0.475 0.200 -0.250
0.22 Close 404 220 0.555 0.212 -0.350
0.24 Close 436 230 0.449 0.198 -0.264
0.26 Good 470 240 0.709 0.208 -0.544
0.28 Good 499 245 0.853 0.198 -0.708
0.30 Good 532 255 0.899 0.194 -0.774
0.32 Good 564 260 0.677 0.209 -0.572
0.34 Close 603 275 0.454 0.201 -0.369
0.36 Good 629 275 0.926 0.193 -0.861
0.38 Good 664 280 0.990 0.202 -0.945
0.40 Close 696 285 0.831 0.189 -0.806
0.42 Good 732 290 0.693 0.208 -0.688
0.44 Good 766 295 0.607 0.197 -0.622
0.46 Good 807 310 0.990 0.202 -1.025
0.48 Good 834 310 0.620 0.210 -0.675
0.50 Good 865 305 0.320 0.204 -0.395
0.52 Close 889 305 0.368 0.220 -0.463
0.54 Close 923 310 0.598 0.194 -0.713
0.56 Close 956 310 0.613 0.194 -0.748
0.58 Close 998 315 0.197 0.198 -0.352
0.60 Close 1036 320 0.668 0.188 -0.843
0.62 Good 1062 315 0.522 0.196 -0.717
0.64 Close 1101 320 0.403 0.207 -0.618
0.66 Poor 1123 310 -0.515 0.525 0.28
0.68 Poor 1158 315 – – –
0.70 Poor 1245 355 – – –
0.72 Poor 1227 300 – – –
0.74 Poor 1262 295 – – –
0.76 Poor 1304 295 – – –
0.78 Poor 1332 285 – – –
0.80 Poor 1360 275 – – –
0.82 Poor 1404 280 – – –
0.84 Poor 1434 280 – – –
0.86 Poor 1462 265 – – –
0.88 Poor 1498 265 – – –
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Figure 4: Reconstruction of relative sea-level change for Kariega Estuary.

Discussion
The Kariega Estuary appears to have been connected to the open 
ocean throughout the late Holocene, based on continuous foraminiferal 
presence throughout the core. The fossil microfauna suggest that prior 
to 1100 cal years BP, RSL was higher than it is today, in accordance with 
existing literature.13,16,17 The calcareous foraminiferal assemblages from 
the lowest ~0.35 m of the core imply the existence of a low intertidal, or 
possibly shallow subtidal, environment before 1100 cal years BP. Because 
of the broad habitual range of calcareous foraminifera, it is difficult to 
determine precise indicative meanings from these assemblages.25,48 
Despite this difficulty, it is clear that the reconstruction encompasses 
the falling limb of rapid RSL decline out of the late Holocene highstand 
which is documented across South African coastlines.17,19 Existing late 
Holocene sea-level data from South Africa is summarised in Table 5 and 
presented alongside the modelled reconstruction (Figure 5). There is 
strong agreement between the existing data and the RSL curve from the 

Kariega Estuary which provides a well vertically constrained estimate of 
continuous late Holocene RSL for this part of Africa.
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Figure 5: Late Holocene sea-level curve from Kariega Estuary com pared 
with previously published sea-level evidence from southern Africa.

Pre-1100 cal years BP highstand 
A late Holocene sea-level highstand has been reported at around 
1500–1200 cal years BP13,15,17 (Figure 5). A sea-level curve from the 
southwestern coast,18 and to some extent beachrock evidence from the 
KwaZulu-Natal coast,14 indicate highstands between 3000 and 1200 cal 
years BP. The Zostera facies recovered from Langebaan,17 a pollen record 
from Verlorenvlei16 and oyster shells from Langebaan61 present further 
evidence that RSL was 0.5–0.7 m higher than present at around 1300 cal 
years BP. This highstand corresponds with the Little Climatic Optimum, a 
period of temperate warming which is associated with higher sea levels 
around this time.62 The RSL decline out of this highstand is identified 
by significant changes in foraminiferal assemblages from Kariega. As 
RSL fell below that of modern day, the abrupt change in foraminifera 
populations at 0.66 m might be a result of sedimentary erosion as sea 

Table 5: Summary of late Holocene sea-level indicators for southern Africa 

Lab code 14C year BP Cal years BP (2 SD) MSL relative to present (m) Material Locality Reference

Pta-7589 450±70 319−537	(95) −0.4 Bulk organic matter Langebaan Compton17

Pta-7576 560±45 497−563	(86) −0.2 Bulk organic matter Langebaan Compton17

Pta-7579 840±45 664−774	(93) −0.5 Bulk organic matter Langebaan Compton17

Pta-7597 1390±50 1171−1345	(94) +0	to	−0.7 Bulk organic matter Langebaan Compton17

Pta-7201 770±50 628−736	(78) −2	to	−0.7 Tree stump Knysna Marker19

Interpolated range 0−790 −0.2	to	0 Bulk organic matter Macassa Bay Norström et al.38

Interpolated range 4700−790 −1.1	to	−0.2 Bulk organic matter Macassa Bay Norström et al.38

Pta-4311 1450±50 1242−1394	(92) +1.6 Shell Verlorenvlei Miller et al.13

Unknown 910±120 631−980	(92) 0 Beachrock cement Vilanculos Siesser39

Unknown 920±140 627−1057	(92) 0 Beachrock cement Vilanculos Siesser39

Pta-4972 1610±70 1307−1569	(94) +1.5 Coral in beach Kosi Bay Cooper (unpublished) in Ramsay15

For standardisation, ages were calibrated using the same methodology employed in this paper.
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levels began to rise out of the lowstand. High precision dating would be 
required to determine whether a hiatus exists at this level. 

1100–300 cal years BP oscillations
The Kariega record provides evidence of sea levels remaining lower 
(by approximately 0.5 m) than present MSL from ~1100 to ~300 cal 
years BP. Siesser’s39 study at Vilanculos, using beachrock cement, 
suggests that sea levels were equivalent to the present day from 
842±215 cal years BP (Figure 5), contradicting other studies which 
indicate a lower RSL during this period. According to Compton17, two 
lowstands	of	−0.5	m	to	−1	m	took	place	from	700	to	400	cal	years	
BP (Figure 5). This lowstand is evident on the south coast at 682 ± 54 
cal years BP from in-situ tree stumps exposed at Knysna Estuary during 
low tide19 (Figure 5). This lowstand corresponds with lower sea-surface 
temperatures between 500 and 400 cal years BP; therefore steric 
effects associated with cool water temperatures may have been a 
contributing factor.17 

300 cal years BP to present 
The RSL oscillations shown by this study and by Compton17 terminate 
at around 300 cal years BP. Following 300 cal years BP, RSL shows 
a gradual rise to present MSL. Evidence from Langebaan Lagoon17 
(Figure 5) suggests that sea level has been rising to present levels since 
400 cal years BP. The Kariega reconstruction shows relatively stable 
sea levels throughout the past 300 cal years BP. Exogenic subsidence 
linked with large-scale water extraction would likely result in recent (past 
100 years) sea-level rise. Such evidence is absent from the Kariega 
reconstruction, suggesting that local subsidence has not occurred.

The Macassa Bay study indicates that lower sea levels are followed by 
a rise from 700 cal years BP until the present38 (Figure 5). However, 
this multi-proxy data set implies that relatively low sea levels recorded 
at Macassa Bay were associated with a freshwater phase with little 
influence from marine processes.38 A noticeable sea-level acceleration 
occurs in the RSL reconstruction during the middle of the 20th century 
following a minor RSL fall during the early 1900s. This pattern of 
recent sea-level change has also been documented in New Zealand 
and Tasmania.12 Such similarities with other southern hemispheric RSL 
curves lend weight to the credibility of this study. Proposed sources for 
this 20th-century sea-level inflexion include northern hemispheric ice 
melt from Greenland.12 

The Kariega record provides high-resolution sea-level data at a regional 
scale, offering insight into east coast sea-level fluctuations. The pre-
1100 cal years BP highstand is supported by existing sea-level data, 
which provide good chronological estimation of when RSL declined 
out of this highstand. Observed fluctuations during the late Holocene 
have been small (~ 0.5 m amplitude) compared with the mid-Holocene 
(~2–3.5 m amplitude15). Reconstructed patterns of recent RSL changes 
are in agreement with other records from the southern hemisphere, 
reflecting processes contributing to sea-level change occurring on 
hemispheric, or greater, scales. 

Few tidal gauge records for the southern hemisphere extend beyond 
50 years.22 This lack of long-term tidal gauge data hampers detailed 
validation of recent reconstructions. To identify and understand 
patterns of both recent (i.e. 19th and 20th century) and late Holocene 
sea-level changes, it is necessary to consider proxy data.1,7 Further 
research sites should be investigated along the east coast to establish a 
greater modern-day analogue for South Africa and to strengthen future 
reconstructions. Sea-level reconstructions from neighbouring sites 
could present a more robust and high-resolution picture of sea-level 
fluctuations for the east coast of South Africa. 

Conclusion
Fossil foraminiferal assemblages analysed from a ~1200-year 
sedimentary record from the Kariega Estuary, South Africa, identify 
continuous late Holocene RSL changes that show accordance with 
published records. The reconstruction was supported chronologically 
using a Bayesian age-depth model based on AMS radiocarbon 

age determinations. With higher resolution dating, timings of key 
RSL changes in South Africa could be established with previously 
unprecedented accuracy. This study presents the first salt-marsh 
foraminifera transfer function for the southern African coastline used 
to produce a high-resolution sea-level curve for the Kariega Estuary. A 
late Holocene RSL was reconstructed with mean errors of ±0.2 m. A 
sea-level highstand was dated to pre-1100 cal years BP. We observed 
fluctuations in MSL between 1100 and 300 cal years BP; yet MSL then 
was consistently lower than present sea levels. From 300 cal years BP, 
RSL increased gradually to present-day levels, and a sea-level inflexion 
was shown to occur at some time during the mid-20th century. The 
results of this study suggest that intertidal salt-marsh foraminifera 
demonstrate potential for high-resolution reconstruction of RSL change 
in South Africa. 
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Dynamics of arable land requirements for food in 
South Africa: From 1961 to 2007

Food consumption puts pressure on natural resources and arable land. In the present study, we examined the 
dynamics of land requirements for food in South Africa from 1961 to 2007 and investigated the relationships 
between dietary patterns, yield, cropping intensity, population and the area of required land using the thought 
experiment method. Strong population growth and the development of agricultural technology (indicated by 
yield) accounted for more than a 2.5-fold increase in the total land requirements for food from 1961 to 2007. 
Before the 1990s, the increase in crop yields enabled constant land requirements, whereas, after the 1990s, 
the combined effect of agricultural technology and population growth, together with a small contribution from 
dietary changes, led to an increase in the land requirements for food. Our findings confirm that the variation in 
land requirements for food is a complex, non-linear function of agricultural production techniques, population 
growth and dietary patterns and show that the complex relationship between dietary pattern changes, and 
economic development challenges future predictions of land requirements for food in South Africa. 

Introduction
Despite being the wealthiest country on the African continent, as evidenced by its striking growth in gross domestic 
production (GDP) from 1961 to 2007 (Figure 1), the Republic of South Africa ranks as one of the most socially 
unbalanced developing countries, with a Gini coefficient1 of 63.1 in 2009 (Figure 1a). Food self-sufficiency (defined 
as total production divided by total consumption) in South Africa decreased significantly from above 2 in 1961 to 
approximately 1 in 2007, indicating that the future of food security in South Africa in terms of self-sufficiency is 
not optimistic.2 The evaluation of the food security situation in South Africa has been the subject of considerable 
attention in the scientific community, with a particular focus on exogenous factors affecting food systems. For 
example, studies have shown how climate change (mainly in terms of precipitation and temperature variations) 
affects agriculture,3,4 particularly crop yields, which are an indicator of productivity.5,6 Other investigations have 
been conducted from the perspective of government policy and society7,8; possible solutions to mitigate food 
insecurity in some regions have been suggested but few studies have focused on consumption issues.9,10 
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Figure 1: Corresponding information about South Africa: (a) trend of the Gini index of South Africa and (b) trends of 
GDP and self-sufficiency in South Africa compared with the GDP world average.

The extent of suitable land for agriculture is limited by several internal and external factors, including physical 
conditions and competition with other types of land use. Climate variability also plays a major role in the decrease 
in agriculturally suitable land area.11 Given the restrictions on land resources, determining the amount of land 
required for food production is essential. Productivity is determined by techniques focusing on factors such as 
yield and cropping intensity. Population size and consumption per capita also indirectly influence land requirements 
via the total food consumption of a country. It is therefore necessary to investigate the relationship between land 
requirements and all of these factors to determine the area of land required for food. Apart from the effects of 
environmental changes and natural hazards on crop yield and land resources, it is crucial to explore the possible 
pressure exerted on land resources by food consumption and population growth to provide a comprehensive 
evaluation of future trends in food security in South Africa. 

Studies on the land requirements for food (LRF) have been conducted in other regions (e.g. the Netherlands),10,12-14 
and have revealed that wherever economic growth occurs, people turn to more nutrient-rich food, which requires 
more arable land.12,13 However, the development pattern of LRF varies from region to region, and its drivers play 
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different roles. A study focused on South Africa is necessary to help 
understand the food security situation and frame future government 
policy in this nation. 

We aimed to analyse LRF in South Africa by investigating the individual 
effects of population, technology and dietary pattern on the development 
of LRF. We back-calculated the arable land requirements of each food 
item consumed per capita, conversion factors, yield and cropping 
intensity. In this process, we focused only on arable land requirements 
to meet the physical health demand without considering other uses such 
as export, seed, feed and fuel use.14 We hope that this work will inspire 
other studies on the projection of future agricultural land use in South 
Africa by analysing the historical development of LRF in South Africa. 

Methods

Study area
The Republic of South Africa is located at the southern tip of Africa. It is 
the 25th largest country in the world by area and the 24th most populous 
country with a population of approximately 50 million. South Africa is 
ranked as an upper-middle income economy and is the largest economy 
in Africa. However, approximately one-quarter of the population is 
unemployed and lives on less than USD1.25 a day, making South Africa 
one of the top 10 countries in the world with income inequality.15 The Gini 
index is a measure of the inequality of a distribution.1,16 South Africa’s 
Gini index has been over 40 (the internationally recognised warning 
line) throughout most of the past 50 years (Figure 1a), which indicates 
the instability of South Africa’s economy at the household level, as 
confirmed by other surveys.17,18 

Population growth has been very rapid in South Africa, with a 
2.7-fold increase from 1961 to 2007 (Table 1), including the influx of 
approximately 5 million illegal immigrants (pooled estimated number).19-21 
The agricultural industry has contributed approximately 10% to formal 
employment over the past 10 years22 and contributes approximately 2% 
currently to the GDP of the nation23. The shares of trade in the GDP have 
increased markedly since the opening of the economy in 1994.24

Only 13.5% of the land in South Africa can be used for crop production, 
and only 3% is considered high-potential land because of the restriction 
on limited natural resources.25 Over the past 50 years, cultivated land 
has increased by only one-third, resulting in a reduction of half of the 
arable land per capita in 2007 compared with that in 1961.26 Although 
productivity is improving (as demonstrated by the yield of cereals), South 
Africa’s self-sufficiency in cereals has dropped from approximately 2.5 
to below 1 (Figure 1b). 

Data sources and methods
The data used in this work are from the FAOSTAT data set and include 
information regarding food supply, food consumption, yield, import 
and production from 1961 to 2007.26 A detailed description of the data 
source and the calculation methodology is presented below.

Linking food consumption to LRF
Our approach was based on the methodology described by Kastner and 
Nonhebel 27 who calculated the historical arable land requirements for 
food of the Philippines from 1910 to 2003. We used food supply data as 
an indication of food consumption and obtained land requirements for 
that consumption. The calculation of LRF is separated into two parts: the 
vegetal part (LRFvegetal) and the animal-based part (LRFanimal). 

Calculating the vegetal part
The vegetal LRF was computed as follows:

LRFvegetal =
n

i=1

consumptioni *convertionFactori

yieldi *croppingIntensity
∑

 Equation 1

where i stands for a crop item, conversionFactori is the index for each 
food item converted to its primary crop equivalent, and yieldi is the crop 
yield for each crop. CroppingIntensity was obtained from the ratio of 
the total harvested area to the total area of arable land and permanent 
cropland. Consumptioni is defined as the total consumption of each food 
item by the entire population in 1 year.

The details of each data set and the steps of the calculation 

are as follows:

(1) Consumption to primary crop equivalents
Food consumption, reflecting average dietary patterns, is translated to 
primary crop equivalents by the respective conversion factors for each 
food item. The food consumption data supplied by the food balance 
sheets of FAOSTAT26 ‘are constructed for primary crops, livestock, and 
fish commodities up to the first stage of processing in the case of crops 
and to the second (and sometimes the third) stage of processing in the 
case of livestock and fish products’28. Because this study was limited 
to arable land, we calculated food consumption only for 18 categories 
covering 80 types of food items, excluding aquatic food items. Referring 
to the study conducted by Kastner and Nonhebel27, the original 18 
categories were aggregated into six broad groups: (1) cereals, (2) fruits 
and vegetables, (3) sugar and sugar crops, (4) vegetable oil and oil 
crops, (5) other vegetal food items and (6) animal products. 

Table 1: Overview of South Africa

1961 1970 1980 1990 2000 2007

Population (millions) 17.85 22.50 29.08 36.79 44.76 48.84 

Population density (person/ha) 0.15 0.19 0.24 0.30 0.37 0.40 

Arable land and permanent crops (million ha) 12.88 13.21 13.25 14.30 15.71 15.45 

Per capita (ha/person) 0.72 0.59 0.46 0.39 0.35 0.32 

Permanent meadows and pastures (million ha) 89.15 82.97 81.42 82.50 83.93 83.93 

Per capita (ha/person) 4.99 3.69 2.80 2.24 1.88 1.72 

Per capita GDP (current USD /person) 432.53 793.45 2775.93 3048.41 2961.26 5819.64 

Share of agriculture in GDP (%) 11.54 7.16 6.20 4.63 3.27 3.37 

Note: Population and land use from FAO FAOSTAT data sets; GDP from http://data.worldbank.
org/data-catalog/world-development-indicators.
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Generally, there are two methods used to calculate crop equivalents. One 
method is based on caloric equivalents and the other on the extraction 
rate. The conversion factors we used in this paper were based on caloric 
equivalents and were derived from the data supplied by Kastner and 
Nonhebel27. The value for food items used in this paper refers to supply 
at the household level.28 The processing of food products creates losses 
and rest streams. For instance, using the extraction rate of cane sugar in 
South Africa (11%29), 9.1 tons of sugarcane are needed to obtain 1 ton of 
cane sugar. However, the losses and rest stream created in this process 
usually have other functions, such as animal feed. Thus, in calculating 
this figure, duplicate calculation occurs and the calculated primary crop 
equivalents are not reasonable. A conversion factor based on caloric 
equivalents was therefore used in the present study. For example, to 
produce 100 g of sugar containing 373 kcal, 1243.3 g of sugarcane 
per 100 g containing 30 kcal is needed. This method avoids duplicate 
calculations and excludes waste. 

(2) Primary crop equivalents to total LRF and LRF per capita
The total harvested area is the sum of the harvested areas of each food 
item. The area that can maintain one person’s average food demand was 
thus calculated by dividing the harvested area by the cropping intensity 
and population. 

The following formula for calculating cropping intensity was derived 
from Siebert et al.30: 

CI =
AH

CE  Equation 2

where CI is the cropping intensity, AH is the area harvested and CE is the 
extent of cropland that is left temporarily fallow. 

Calculating animal-based foods
The situation is more complex in calculating livestock products. In this 
work, we simplify the computation of LRFanimal as follows:

LRFanimal =
Consumptionanimal (kcal) *LRFvegetal *3
Consumptionvegetal (kcal)  Equation 3 

where Consumptionanimal(kcal) is the total animal-based food items 
consumed in a year, Consumptionvegetal(kcal) is the total vegetal food items 
consumed in a year, and LRFvegetal is the total land requirement for vegetal 
food items as calculated above.

Based on a number of studies associated with LRF for animal 
products,10,14,30,31 we assumed that one calorie of food of animal origin 
requires three times the amount of arable land needed for an average 
calorie of food of plant origin. This assumption is relatively low for beef, 
which represents the main production livestock system in South Africa. 
However, crude assumption is sufficient for our purpose, which focuses 
on the trend of total LRF and the individual effects of different factors 
rather than exact numbers. Given this aim, the method of calculating land 
requirements for animal products is therefore less important. Unifying 
the methods used to calculate the land requirements for vegetal products 
and animal products will be helpful in performing further analyses.

Assumptions and conditions
The methodology outlined above is suitable for the purpose of our study 
but requires that several assumptions be made and conditions satisfied: 

1. Food consumption excludes aquatic food that is not directly related 
to land resources.  

2. With a large proportion of pasture and meadows, the livestock 
industry, as the backbone of South African agriculture,31 is not 
intensively managed.

3. Although the systems of crop plantation and animal husbandry 
are different, we unify crop products and animal products into the 
same land-use types. 

Individual effects of LRF factors 
To study the individual effects of population, average dietary pattern, 
yield and cropping intensity on total LRF, we used the thought experiment 
method.27,32,33 In this experiment, total LRF is a function of population, diet 
and technology. To visualise the impacts of these three drivers on LRF, 
we initially assumed constant population, diet and cropping intensity at 
the 1961 levels to qualify the impact of changes in yield only. The effect 
of cropping intensity was subsequently added. Then, the LRF induced by 
actual population development was taken into account, still assuming 
a constant 1961 diet. Finally, the impact of changes in the average diet 
was incorporated into the calculation to arrive at the total national LRF in 
South Africa throughout the entire period analysed. Through this method, 
the individual contribution of each driver can be assessed.

Results

Change in dietary pattern from 1961 to 2007
The food consumption per capita in South Africa from 1961 to 2007 
for the listed categories is shown in Figure 2. Cereals, being the 
main dietary source, accounted for 58% or more of the total food 
consumption throughout the study period. Among all six categories, 
the most noticeable changes occurred in sugar and sugar crops and 
vegetable oils and oil crops. Whereas the proportion of sugar and sugar 
crops gradually decreased from over 14% in 1961 to below 10% in 
2007, that of vegetable oils increased over the same period from 5.7% 
in 1961 to 12.3% in 2007. However, from 1961 to 2002, the share of 
animal products decreased from approximately 15% to 11.7% and then 
increased to 13.5% in 2007.
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Figure 2: Changes in food consumption in South Africa from 1961 to 
2007 divided into six main categories.

The total daily food consumption showed a slightly increasing trend 
from approximately 2670 kcal per capita per day to approximately 
3000 kcal/cap per day. The increased consumption of vegetable oils 
and oil crops contributed most to this development with approximately 
216 kcal/cap per day from this source. Cereals, as the second largest 
contributor with 148 kcal/cap per day, remained almost constant 
throughout. The only negative variation observed was the decrease in 
the share of sugar and sugar crops of approximately 92 kcal/cap per day 
over the 46-year period.

Overall, the dietary pattern in South Africa did not exhibit a significant 
change over the study period. The total consumption increased by 
only 12.3%, but that of food categories representing more nutrient-rich 
food items decreased. When standards of living are low, an increase 
in income favours the consumption of foods of animal origin and 
reduces the consumption of cereals and roots.34 In terms of the absolute 
consumption per capita, the living standards in South Africa are not 
lagging far behind the world average.26 However, the dietary pattern has 
not converted to the consumption of more nutrient-rich food items, as 

Research Article Historical land requirements for food in South Africa
Page 3 of 8 



86 Volume 110 | Number 1/2
January/February 2014

South African Journal of Science  
http://www.sajs.co.za

indicated by the decreasing trends observed for animal products and 
sugar and sugar crops.13,35,36 We interpret the underlying driving factors 
to be income inequality37 and unstable social development in South Africa 
(Figure 1b). The fourth migration wave, that is, the rural–urban migration 
(from the mid-1970s to the late 1980s) of Black populations, provided 
people with opportunities to live a more affluent lifestyle. The changes 
in population composition, as a result of more illegal immigrants and 
fewer White individuals, and the net emigration rate influenced dietary 
patterns at the country level.24 The rapid growth in the GDP per capita 
and the higher levels of per capita food consumption overshadow the 
fact that large fractions of the population in South Africa are still living 
below the poverty line.17,37 Poverty, lack of education, social instability 
and the long commuting distances of employed city dwellers have led 
many in South Africa to acquire an unhealthy dietary pattern.38 Thus, the 
change in diet is the result of a synergy of changes in South Africa’s low 
and high standards of living.39,40 Moreover, although the dietary pattern 
did not change significantly over time, yield and population growth have 
significantly impacted the total LRF in South Africa.

Total LRF in South Africa from 1961 to 2007
The evolution of the total LRF in South Africa from 1961 to 2007 is 
shown in Figure 3a. The total LRF increased from 11.5 million ha to 
29.2 million ha; cereals comprised the largest share, followed by animal 
products. Cereals, particularly maize, accounted for approximately half 
of the total LRF in 1961, a proportion that gradually decreased to below 
40% in 2007 as a result of the increase in yields. For animal products, 
although the LRF increased significantly after 1990, the proportion 
remained almost constant over the 46-year period. However, LRF for 
vegetable oils and oil crops grew the most, almost 10-fold, accounting 
for 4.6% in 1961 and growing to 18.3% in 2007. 

Another notable feature is that the change in LRF in South Africa appears 
to be highly unstable, with extreme peak values (Figure 3a). South Africa 
is unusually vulnerable to climate variability, and thus to a reduction in 
surface waters.6 Maize, as the country’s most important crop, accounts 
for 36% of South Africa’s total field crop production. A serious decline 
in the productivity of maize and some other crops occurred because of 
a regional drought, resulting in a significant increase in the required land 
area, shown as peaks in Figure 3a. For example, as a consequence of the 
drought in 1992, maize yield declined from 2257.3 kg/ha to 785.3 kg/ha, 
causing this single crop’s LRF to increase 5.4-fold (without considering 
changes in cropping intensity).

The changes in LRF per capita (Figure 3b) seem to follow a trend 
different from that of the total LRF itself. At the outset, LRF per capita first 
decreased from 0.65 ha/person per year in 1961 to 0.34 ha/person per 
year in 1989 because of increasing crop yields. The subsequent increase 
in LRF, which reached 0.59 ha/person per year in 2007, was the result 
of a reduction in cropping intensity and changes in dietary structure. 

Looking at the contribution of different food items, the yield increase 
benefitting from the Green Revolution41 contributed to a distinct decrease 
in LRF per capita for cereals from nearly 0.35 ha/person per year to 
approximately 0.2 ha/person per year, whereas for vegetable oils and 
oil crops, the LRF per capita increased from 0.03 ha/person per year to 
1.11 ha/person per year over the study period – an increase which can 

be attributed to the combined impact of increasing consumption and 
increasing yield. For sugar and sugar crops, decreasing yield combined 
with declining cropping intensity led to an increase in land requirements. 

LRF cannot reflect the actual amount of land required; nonetheless, the 
upward trend of LRF indicates a probable future increase in the amount 
of land needed to feed people, especially considering the growth in the 
population (Table 1). 

Individual effects of population, diet and yield on LRF
The combined effects of population development, dietary change, 
cropping intensity and productivity on LRF were discussed above. 
The available data are sufficient to assess the individual effects of 
these drivers. 

Based on the thought experiment method,33 it is possible to quantify the 
effect of individual drivers on total LRF by keeping certain input factors 
constant (Figure 4). With solo-crop yield improvements, LRF decreased 
from over 11 million ha in 1961 to 6.6 million ha in 1980. However, 
LRF became relatively stable after 1980, mainly because of the decline 
in cropping intensity. The extremely high values of LRF coincided with 
extremely low yields, indicating the influence of the latter. Considering 
population growth, LRF showed a decreasing trend from 1961 to 1980 
but at a much flatter rate than before. This behaviour clearly indicates that 
the increase induced by constant population growth was counteracted 
by the increase in yield. After 1980, LRF greatly increased from 10.9 
million ha/year to 23.9 million ha/year, implying a greater impact of 
population growth over this period.

Note: The upper boundary of the black area represents the hypothetical LRF if population, 
cropping intensity and diet are constant at the 1961 levels, thus accounting only for changes 
in yield; the top of the darker grey area shows the effects of cropping intensity development 
and the changes in agricultural technology development with yield; the top of the lighter grey 
area shows the effect of population development;and the top of the lightest grey area shows 
the effect of dietary change.

Figure 4: Effect of changes in yield, cropping intensity, population and 
diet on the land requirements for food (LRF) in South Africa, 
1961–2007.

Figure 3: Land requirements for food in South Africa from 1961 to 2007: (a) total and (b) per capita.
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The effect of dietary pattern on LRF clearly changed after 1990. 
However, the underlying reason is much more complex than this trend 
suggests. During the apartheid era (e.g. 1961 to 1990), the populations 
categorised as ‘non-Whites’ in South Africa were severely restricted 
within major cities and metropolises in accordance with the ‘dense 
settlement’ patterns. Internal migration led to situations in which non-
Whites and Whites worked under the same conditions, improving, 
to some extent, the standard of living of non-Whites; the peak of this 
phenomenon was reached in 1986.42 After 1990, as discrimination was 
gradually abolished, a notable increase in the contribution of dietary 
pattern to LRF was observed. 

Our thought experiment method revealed that different drivers are 
responsible for the calculated trajectory in LRF at different periods 
of time. Technology and population, being the crucial factors in the 
calculation of LRF, developed in two different directions. Agriculture 
intensification led to the decline of LRF at the outset; however, over 
the last three decades of the study period, the LRF stabilised. As a 
consequence of the demographic factor, LRF rapidly increased after 
1980. Although dietary pattern seems to have played a minor role in 
determining the total LRF, the increasing trend over the last two decades 
of the study period characterises the importance of dietary pattern in 
future changes in LRF. The development of each driving factor is a result 
of complex systems that complicate further analyses. The uncertainties 
in technological development, the demographic transition caused by 
unforeseen policies and the influence of AIDS and the global economic 
and trade network make forecasting future LRF more difficult. 

Differences between crops
The overall pattern of LRF is the sum of the LRF of various food items 
produced from different primary crops. However, the development of 
LRF for different crops varies. The available data for individual crop 
area, crop yield and cropping intensity allowed us to conduct a second 
thought experiment. In this section, we choose maize and sugarcane as 
case studies. Maize is the country’s most important crop: it is a dietary 
staple, a source of livestock feed and an export crop. It accounts for 36% 
of the gross value of South Africa’s field crops but has experienced the 
negative effects of climate variability. Although overall maize productivity 
increased, the harvested area declined over the 46-year period (from 
4.1 million ha to 2.6 million ha). South Africa is the world’s 10th largest 
producer of sugarcane, an important commercial crop. However, the 
yield of sugarcane continuously decreased over the 46-year study 
period. Assuming that production is a function of both yield and 
harvested area, we calculated the individual effects of these two drivers 
on maize and sugarcane. Based on Figure 5a and 5b, the increase in 
maize yield was counteracted by the decrease in maize harvest area. 
Changes in yield had a dramatic influence on the total production of 
maize, reflecting the instability of South Africa’s maize production. The 
combination of the decrease in yield of sugarcane and the expansion 
of the harvested area led to relatively stable production of sugarcane, 
especially from 1985 onwards. 

To examine the individual effects of population growth, yield and dietary 
pattern on the LRF for each crop, the thought experiment method was 
used once again.

Note: Development is in accordance with the changes in area and yield; as cropping intensity is not determined for each crop, it was not considered. 

The upper boundary of the black area represents the hypothetical land requirements for food (LRF) if population and diet are constant at the 1961 levels; thus, only the changes in yields are 
accounted for; the top of the dark grey area denotes the effects of population development; and the top of the light grey area indicates the effect of dietary change, which is the total relative LRF.

Figure 5: Development of indexed dry matter and the land requirements of maize and sugarcane in South Africa from 1961 to 2007: (a) indexed development 
of dry matter maize production (1961=1); (b) indexed development of dry matter sugarcane production (1961=1); (c) relevance of changes 
in yield, population and diet in land requirements for maize; and (d) relevance of changes in yield, population and diet in land requirements 
for sugarcane.

a

c

b

d
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The consumption of both maize and sugarcane decreased because of 
changes in dietary pattern (Figure 5c and 5d) – a finding which appears 
to be inconsistent with the development of total LRF for all food items. A 
reduction in maize consumption can be observed throughout the entire 
study period, whereas sugarcane consumption declined from 1990 
onwards. Thus, the drivers of the changes in LRF have affected the LRF 
for individual crops and for the whole country in different ways. 

Share of imports in total LRF
The procedure for calculating the LRF considers production from inside 
(produced locally) or outside (by importing) a nation’s territory; thus, 
it is possible for us to assess the share of LRF from imports. We have 
already excluded production destined for export. In the calculation, net 
import production is also assigned to South African yield values because 
the underlying goal of our work is to determine how much domestic land 
is needed to meet domestic consumption.

The share of imports in LRF exhibited a significantly increasing trend 
(Figure 6). In the first three decades, imports contributed negatively to 
the LRF of the country, indicating that South Africa was mainly an export-
based country. During this period, the combination of the development 
of technology and population growth led to only a slight increase in total 
LRF. However, from 1990 onwards, the share of imports increased from 
approximately 0 in 1990 to over 0.33 in 2007, indicating the nation’s 
increasing dependence on imports. In other words, the increases in 
total LRF in recent decades required more land outside of South Africa’s 
territory. Relevant studies indicate that South Africa’s regional economic 
growth (Figure 1a) is clearly related to the shares of imports.43 The 
nation’s World Trade Organization membership and the opening of its 
economy in 199424 might have played a crucial role in this development.

Figure 6: Share of the total national land requirements for food (LRF) met 
by net imports in South Africa from 1961 to 2007. 

The variation in import shares is significantly associated with the 
fluctuation in total LRF. Imports accounted for a significantly higher 
proportion at peak points in some years more than in others. These 
peak years possibly correspond with the years of low production during 
droughts or social unrest, for example.44 For instance, because of a 
regional drought in the early 1990s, maize production dropped to just 
over 3 million tons in 1992. Therefore, approximately 5 million tons of 
maize was imported during that year.

The trend of import share is negatively correlated with South Africa’s 
self-sufficiency (-0.72), indicating that the nation increasingly depended 
on imports to meet LRF and that increases in total LRF in recent 
decades were mainly met by land outside South Africa’s territory. 
Moreover, during years of drought, imports dramatically increased and 
accounted for a high share of total LRF. These two findings imply that 
South Africa has become more vulnerable to world economic and trade 
market fluctuations and that it has a weak climate disaster response 
capability. Under the scenarios of projected population growth in the 
future or the poor’s living standards improving, the issue of South 
Africa’s food self-sufficiency will become more serious. Based on 

previous research, the situation can be improved in two possible ways: 
importation and agricultural intensification. The former depends on 
internal and outer economic circumstances, and the latter would cause 
a series of environmental problems. Considering the negative impact 
of climate variability45-47, land degradation48-51, imbalanced domestic 
economic development and the wide disparity between the rich and the 
poor in this country, the consequences of both these solutions require 
further investigation.

Conclusions
In this study, we first analysed the dietary structure in South Africa from 
1961 to 2007, based on FAO data, and found that the dietary pattern 
did not change towards more nutrient-rich food items as expected 
from the increase in GDP per capita. This phenomenon may be a result 
of the significant income gap in South Africa and the continuation of 
demographic transition. We then analysed the historical trend of South 
Africa’s LRF, the contribution of different crops and the impact of 
individual factors on LRF. The results indicate that the total LRF in South 
Africa from 1961 to 2007 increased, whereas LRF per capita decreased 
before 1990 and increased thereafter. These trends indicate that in the 
near future the country may need more land to achieve self-sufficiency. 
The contribution of LRF differs for different crops. The arable land 
requirements for animal products as well as vegetable oil and oil crop 
consumption are the two main factors that contributed to the increase 
in total LRF. 

Our historical assessment of LRF in South Africa reveals that LRF is 
driven by different factors at different times. Before 1980, increases in 
yield led to a slight decrease in LRF, reflecting the impacts of population 
growth. After 1980, the striking increase in population, combined with 
the decrease in cropping intensity, led to a continuing increase in LRF. In 
more recent decades, dietary pattern changes again led to an increase 
in LRF. These factors acted together to induce non-linear changes in LRF 
over the past 50 years. Thus, forecasting the relationship between the 
drivers of change and LRF will not be easy because it is not a simple 
linear relation. Finally, imports accounted for the increasing proportion 
of total LRF, especially since 1990. This result implies that the nation 
has increasingly depended on imports to meet LRF and that increases in 
total LRF in recent decades have been met mainly by land outside South 
Africa’s territory, notably during disaster years. Such dependence makes 
South Africa vulnerable to the variation in global food price. 

In this work, the calculated LRF is lower than the actual arable land 
needed in South Africa because it does not account for losses during 
food processing or seed need and assumes that the land will produce 
three calories of vegetal food to produce one calorie of animal food. 
Moreover, we employed a single cropping intensity for all crops. Given 
these limitations, caution is required in considering the calculated LRF to 
be reflective of the actual arable land area needed. 
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King Penguins (Aptenodytes patagonicus) on Trypot Beach, Marion Island. In an article on 
page 3, Ansorge et al. report that the Prince Edward Islands support ecosystems that are 
extremely sensitive to perturbations and provide an ideal natural laboratory for studying how 
these ecosystems respond to a changing climate (photo: Anne Treasure).
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