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A road in South Africa
(photo CC: Steve Cornish, flickr). In an article on page 63, Verster and Fourie analyse the costs and causes of the many fatal road accidents in South Africa.
And out into the world they go…

Thirty years ago, South Africa had 36 higher education institutions (including technikons, which later became universities of technology). Following the mergers instituted by the then Minister of Education, Kader Asmal, the country had 23 universities – now 26 after the establishment of new institutions. The specific numbers themselves are not especially significant, other than to tell us that this country has a small higher education sector: Britain has a population (this year) of about 66.5 million and over a 100 universities; South Africa’s population is just over 56 million – with 26 universities.

Innumerable highly respected South African researchers have, or have had, full-time or joint appointments in universities beyond Africa’s borders – too many to name. Although leading researchers such as Quarraisha and Salim Abdool Karim (Harvard and Columbia), Achille Mbembe (Columbia, California, Yale), Mala Singh (Open University), Tebogo Moja (NYU) and Winston Hide (Harvard, MIT and Sheffield) come to mind (not to mention Nobel laureates), there are many more amongst them.

It is interesting, though, that from the rather small base of South African higher education institutions, nine senior university leaders (vice chancellors and deputy vice chancellors) have been appointed to senior academic or similar positions beyond, rather than in, Africa over the past 18 years.

Most recently, the Vice Chancellors of two internationally well-rated South African universities have decided to take up positions elsewhere. Professor Cheryl de la Rey – Vice Chancellor and Principal of the 110-year-old University of Pretoria, and former Chief Executive Officer of the Council of Higher Education and Deputy Vice Chancellor for Research at the University of Cape Town – has been appointed as Vice Chancellor of the University of Canterbury in New Zealand (QS 2018 ranking: 231). She will take up her new position early in 2019.

Professor Albert van Jaarsveld – Vice Chancellor and Principal of the University of KwaZulu-Natal, former Chief Executive Officer of the National Research Foundation, and before that full professor at the Universities of Pretoria and Stellenbosch – will leave South African higher education in September this year to head up the International Institute for Applied Systems Analysis, based in Austria, as its Director General and Chief Executive.

The first vice chancellor of a South African university to be appointed to a senior position outside the country was Dr Mamphele Ramphele. At the end of a term as Vice Chancellor of the University of Cape Town (where she had previously been a Deputy Vice Chancellor) she was appointed in 2000 as one of the four Managing Directors of the World Bank.

Her responsibilities included overseeing the strategic positioning and operations of the World Bank Institute and she held the Vice Presidency of External Affairs.

In early 2001, Professor Colin Bundy left the University of the Witwatersrand, after overseeing a challenging period of transformation, to become Director and Principal of the School of Oriental and African Studies at the University of London. During part of his time as Director, he also served as a Deputy Vice Chancellor of the University, before becoming the first Principal of Green Templeton College at the University of Oxford. He remains an Honorary Fellow of the School of Oriental and African Studies.

In September 2001, Professor Brenda Gourley – Vice Chancellor and Principal of the University of Natal – was appointed as the fourth Vice Chancellor and Principal of the Open University in Britain, a position she held until her retirement in 2009. During that time she became a Founder Member of the Talloires Network of universities and educational institutions – an organisation aimed at strengthening the civic roles of universities and higher education. She also served on the Board of the International Association of Universities for 8 years and as Chair, for two terms, of the Association of Commonwealth Universities.

Just over a year later, in November 2002, the University of Natal lost its Senior Deputy Vice Chancellor and Acting Vice Chancellor, David Maughan Brown, when he was appointed Deputy Vice Chancellor of York St John University in England. Amongst other duties, he was responsible for the operational management of the University, and subsequently for the University’s academic activities, including learning and teaching, research and quality enhancement – while deputising, when necessary, for the Vice Chancellor and Principal.

Parenthetically, not long after, the University of Natal lost its other Deputy Vice Chancellor, Professor Ahmed Bawa, spent a sojourn as Professor of Physics at Hunter College, City University of New York, so the University of Natal lost three of its most senior leaders in fairly quick succession. Professor Bawa returned to South Africa in 2010 as the Vice Chancellor and Principal of the Durban University of Technology, and is now the CEO of Universities South Africa.

Mathematician and Vice Chancellor and Principal of Stellenbosch University, Professor Chris Brink, resigned in order to take up the position of Vice Chancellor and Principal of the University of Newcastle in England in 2007. He served in that position until his retirement 9 years later, at the end of 2016. Professor Brink was a founding member of the Academy of Science of South Africa and remains respected for his contributions to formal aspects of computer science with emphasis on programme semantics.

The year 2009 was marked by two departures (as is the case for 2018) – Professor Martin Hall, Deputy Vice Chancellor of the University of Cape Town, in April, and Professor Calie Pistorius, Vice Chancellor and Rector of the University of Pretoria, in September. Professor Hall became Vice Chancellor and Principal of Salford University, in England; Professor Pistorius held those positions in the University of Hull – also in England. British universities gained six of the nine departing South African higher education leaders.

In this context, the size of the sector becomes important, particularly in view of the serious challenges to be faced in providing post-school education, through to postgraduate level, in well-managed institutions, to as many young people as possible. In aiming to achieve this goal, universities cannot afford to lose highly skilled and experienced leaders – from disciplines as varied as accountancy and archaeology to mathematics and medicine – not even nine in 18 years.
Pint of Science: Bringing science to the public and highlighting African research

A physicist, a biologist and a neuroscientist walk into a bar. What sounds like the beginning of a joke is in fact how the Pint of Science Festival works. This year, from 14 to 16 May, 26 scientists from varying backgrounds walked into bars at three venues across Cape Town to bring us three nights of TED-styled science talks.

Stemming from an idea to ‘Meet the Researchers’ in which UK scientists Dr Michael Motskin and Dr Praveen Paul brought the public to the lab, Pint of Science was born in 2013 when they decided instead to take the lab to the public, in the most quintessential of British meeting places – the pub. Now in its sixth year, Pint of Science is held annually in May across the globe, with more countries joining the festival each year.

South Africa joined in with its first Pint of Science in 2016, and remains the only African country to be a part of the festival. When the Founding Director of Pint of Science South Africa, Eugenie Marais, faced a personal challenge in 2017, Chantal Louw stepped up to take it forward, and the second Pint of Science South Africa was hosted in 2018.

Two years ago the first Pint of Science South Africa was launched by Eugenie Marais and I joined the team as a volunteer. I loved it! I am passionate about bringing the conversations into public spaces, and hope that scientists all over South Africa will use this as an opportunity to have a drink and chat to their community about their work, says Louw.¹

Pint of Science events are arranged in three themed evenings at each bar or pub venue. This year’s Pint of Science covered four of the six Pint of Science themes: (1) Beautiful Mind, which covers neuroscience, psychiatry and psychology; (2) Atoms to Galaxies, which encompasses physics, chemistry and maths; (3) Our Body, which spans human biology, health and medicine; and (4) Planet Earth, which covers earth sciences, zoology and plant science. At each event, two or three scientists speak about science related to their research, with an opportunity for the audience to ask questions after each talk.

We often find that the public doesn’t really know what scientists do and that this gap in information contributes to a sense of mistrust, explain Motskin and Paul². The Q&A session is an opportunity for attendees to ask questions directly to the people doing the research. It allows scientists to clarify confusion, to put their work in perspective, and to be seen as important members of the community or, in some cases, partners in the same fight.

According to the 2018 Edelman Trust Barometer, people are seeking credible sources in this era of fake news, and turning to experts more and more.³ This makes science communication events like Pint of Science, during which the public can interact directly with scientists, all the more important to create trust in and enthusiasm for the scientific research that is driving the world forward.

Of the 26 talks that were held at Pint of Science South Africa 2018, nearly half were about research that related to human health. TB and HIV dominated the stage with two talks each – unsurprising given the prevalence of these diseases in South Africa.

‘If you’re worried you have an STD, go get tested,’ emphasised HIV postdoctoral researcher, Dr Smritee Dabee. ‘Talk about your STDs, people. The more you know about an STD, the more you can do about it.’ Dabee also highlighted the problem of asymptomatic issues, such as inflammation, which can increase the risk of HIV transmission.

PhD student Hayley Tomes spoke on the ‘black box’ of the brain, mentioning a number of technologies that are used to study the brain. ‘It maybe is not as useful as it is pretty, but it is definitely still quite useful’, joked Tomes as she showed a microscopy image of a rainbow patterned brain known as a brainbow. This technique, which uses fluorescent chemicals to create the colours, is useful for studying connections in the brain.

Dr Jonathan Shock, a string theory researcher at the University of Cape Town, attracted great interest with his talk on the legacy of Stephen Hawking. Shock spoke about how Hawking’s theories on black holes have informed the string theory of the universe, and how he repeatedly lost bets about scientific predictions, despite being one of the luminary scientists of our time.

Stephen Hawking showed by looking at black holes, these weird objects which are the end points of massive stars, that something funny must happen. And that strange thing, [...] – one of the bets that in fact he lost – turned out to be the most important piece of the puzzle in trying to understand the nature of space and time.

Pint of Science speakers ranged from well-established mid-career scientists to postgraduate students doing their master’s degrees. The inclusion of graduate students in the line-up of Pint of Science speakers plays an important role in giving young scientists a voice in the public sphere.

There is a growing belief that all PhD students should be required to present their research to a mixed audience of experts and enthusiasts as a way of encouraging scientists early on to engage with the public and share their science effectively with a wider audience. Pint of Science is another way of facilitating this dialogue.

In addition to giving a voice to young scientists, the role of Pint of Science in giving a platform to underrepresented population groups in science has been highlighted.⁴ Notably, the Association of South African Women in Science
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and Engineering, which organised the events at the northern suburbs venue, placed a particular emphasis on choosing female speakers as a way of highlighting women in science.

Along with the benefits of giving a platform to underrepresented population groups and encouraging young scientists to engage in science communication, joining with global organisations like Pint of Science also helps to showcase African research. For Africa to be able to highlight its own science is of utmost importance if it is to raise its profile and play a more active part in the scientific debates of the world. This will be especially important as genetic research expands, given that the richest genetic information in the world is found in Africa.

‘South Africa is the first country in Africa to start Pint of Science and I hope it won’t be the last’, says International & France Director of Pint of Science, Elodie Chabrol.

Pint of Science is organised by a team of volunteers from varying walks of life, who share a passion for science. While Pint of Science South Africa is currently only held in Cape Town, as a volunteer-run festival it is an open field for anyone to pick it up and run with it in other cities in South Africa.

There is also room for expansion into the other two themes which were not covered this year: Tech Me Out, which covers technology, engineering and computing, and Our Society, which focuses on sociology, law, history and policy.

‘We aim to have events all over South Africa and would love your help!’ says Louw. ‘We are looking for speakers, volunteers, partners and chapter heads. Please have a look at our new website and chat to us.’

‘It is a wonderful opportunity to bridge the gap, making science more accessible to people who would not usually engage in science’, enthuses Dr Taime Sylvester, a postdoctoral researcher at Stellenbosch University.

Pint of Science South Africa will be returning in May 2019. So next time a physicist, a biologist and a neuroscientist walk into a bar, join them for a chat.
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Reconceptualising health professions education in South Africa

Background
In June 2018, the South African Minister of Health announced the gazetting of the National Health Insurance Bill – an important step towards achieving the government’s aim of realising universal health care. The Academy of Science of South Africa’s (ASSAf’s) consensus study report on reconceptualising education and training of the health workforce, released in the same month, is therefore timely.

In recent years there have been several calls for changes in the way health professionals are trained around the globe. Most notable among these calls is the 2010 Lancet Commission report entitled: ‘Health professionals for a new century: Transforming education to strengthen health systems in an interdependent world’. The Lancet report highlighted a number of failures in health professional education and recommended specific institutional and structural reforms that are required to ensure that future healthcare professionals (HCPs) are ‘fit-for-purpose’. Subsequently, the World Health Organization produced guidelines for transforming and scaling up HCP education and training, drawing on the findings of the Lancet Commission.

Training institutions, educational groups and regulatory bodies in South Africa, have actively engaged with these global calls for reform. In 2012, ASSAf hosted a one-day workshop with key stakeholders to ‘contextualise’ the Lancet Commission’s recommendations. The workshop culminated in ASSAf being asked to take the deliberations further, and the ASSAf Council responded by appointing a 10-person multi-professional panel to conduct a consensus study on the transformation of health professions education (HPE) in South Africa. The panel’s brief was to consider a set of questions (produced by a task team) and to make evidence-based recommendations on how the transformational challenges, reflected in the pre-specified questions, could be addressed through interventions that are appropriate and feasible in the South African context.

Conceptual framework
As a point of departure, the ASSAf panel considered the goal of HPE to be ‘the production of knowledgeable, competent, relevant and socially accountable HCPs who are capable of confidently and collaboratively promoting health and delivering quality health care in the context of universal health coverage’.

The conceptual framework adopted as a guide to the panel’s deliberations comprised the following elements:

1. the health and higher education systems are interdependent;
2. population needs are determined by both social and individual determinants of health; these needs drive health system requirements, which, in turn, impact on the health professional mix, skills, competencies and attributes required by HCPs;
3. quantity, quality and relevance of HCPs are all important dimensions of education and training; and
4. iterative monitoring and evaluation, together with leadership and governance of HPE, are needed for transformation to be realised.

Key transformational areas considered and recommendations of the panel
The panel considered eight transformational areas for HPE in South Africa and made a total of 16 recommendations. Following is a summary of these, with further details, including the role players considered most appropriate for addressing the various issues, provided in separate concise and full versions of the report.

Student selection
Currently, health sciences faculties in South Africa attempt to balance the tension between selection focused on student retention and success, and selection aimed at broadening access to training in order to achieve equity and redress. While good evidence exists that previous academic performance predicts academic success in undergraduate programmes, top performers do not necessarily turn out to be the best practitioners. The role of additional factors such as empathy, resilience, work ethic, ability to communicate and leadership qualities warrant attention in the discourse around student selection.

The report recommends evaluation of a broader set of selection criteria than those currently in use. It points to the need for rigorous research to determine which academic and non-academic selection criteria and student support measures best predict student success and promote the attainment of the desired graduate competencies in the South African setting. Academic development and support programmes targeted at both students and educators, and financial aid for needy students are considered essential for translating student access into retention and success.

Scaling up the health workforce
There is a shortage of HCPs in the country, most critically in the categories of medical practitioners, pharmacists and registered nurses. The main reason is that production of HCPs has not kept up with the increasing population growth, growing burden and complexity of disease, and expanding service workload in the public health sector.

The report recommends strengthening of public sector institutions to allow for the scaling up of HCP numbers. This scale-up will require additional training facilities and infrastructure, appropriately staffed clinical training...
platforms, collaboration with the private sector, and greater use of ICT to support training. Human resources for health planning will also need to be improved, ideally with the adoption of tracking and reporting of key human resources for health indicators. The report further recommends a multi-stakeholder approach to enhance health professional retention during studies, in the profession and in the country.

Urban–rural maldistribution of HCPs

The shortage of HCPs in rural and underserved areas in South Africa is a particularly critical issue. Despite 46% of the South African population residing in rural areas, only 12% of doctors and 19% of nurses practise in rural settings. Corresponding figures for medical specialists and allied health professionals are worse.

The report stresses the need for the selection and training of HCPs to be orientated towards addressing inequity and meeting the needs of the most underserved. It recommends that health science faculties prioritise applicants from rural and remote areas who meet the minimum academic criteria for selection, and that they ensure greater exposure to rural settings during training, with a stipulated minimum of clinical time spent in rural areas. The report additionally recommends ‘community-oriented primary care’ (a model in which primary health care is provided to a defined community based on assessed need and integration of primary care and public health practice) as a strategy to support service and learning. It also recommends that a monitoring system to track progress on practice in rural and underserved areas be designed and implemented.

Team work

Professional ‘tribalism’ is recognised as an important barrier to delivering effective health care. The Lancet commission identified ‘interprofessional education and collaborative practice’ (IPEPC) as an important catalyst for change in health care. IPEPC promotes the idea that transformative collaborative learning at undergraduate level will promote team work across professional boundaries in subsequent practice.

The ASSAf report supports the adoption of IPEPC and recommends that a multi-stakeholder national working group be formed to develop and guide the implementation of a strategic plan for IPEPC in order to ensure that it becomes sustainably embedded in South Africa. This plan should include a detailed stakeholder analysis and guidance for stakeholder engagement and buy-in. It should also delineate an IPECP competency framework and curriculum.

Core competencies for South African HCPs

Currently, the various professional and regulatory bodies each develop their own profession-specific competencies. There is a need to establish a set of core competencies for all professions focusing on IPEPC. The report recommends a hybrid competency-based education model that emphasises the process of learning and the achievement of learning outcomes. An Inter-Professional Regulatory Council working group would help to build consensus around a set of generic competencies for all HCPs.

Faculty development

Educators influence both the type and the quality of graduates produced, yet this aspect of the educational experience receives very little attention. There is a need for educators to be supported to become ‘change agents’. The report highlights the importance of health professions educators being more responsive to both their internal learning community and the community beyond the institution. It suggests that this could be progressively realised through building a supportive institutional climate which values teaching, recruitment and integration of traditional and non-traditional faculty; developing competency for change agency; implementing transformative educational strategies; promoting adaptive education communities; and encouraging scholarship and reflection.

Internship and community service

Internship is currently a component of basic professional training for medicine (2 years), pharmacy (1 year) and psychology (1 year). While internship is legally part of professional training in South Africa it does not typically involve higher education institutions. Community service was first introduced for medical doctors in 1998 and has since been rolled out to include a number of HCP groups. Community service is intended to provide health services to rural and underserved areas and to allow young HCPs to further develop their skills and competencies. In practice, the focus has been largely on development of technical competencies, rather than attitudes, team work, community outreach and management skills. The current experience of internship and community service in South Africa could therefore be undermining the vision and intention of undergraduate health professions education.

The report proposes a shift from the mindset of interns and community service officers as the lowest levels of medical workers to one of active development of young professionals who are better equipped for public service. It recommends that universities take responsibility for education and professional development throughout the continuum from the undergraduate years through to internship (renamed postgraduate years 1 and 2) and community service (renamed postgraduate year 3). As the current 9 years is a long time for the production of a generalist doctor, the report recommends earlier differentiation with support for specialty training commencing in the community service year.

Financing of HPE in South Africa

It is the unanimous view of the panel that the success of the proposed transformation efforts will require proper financing of HPE. Longstanding shortcomings in the financing, planning and organising of HPE in South Africa largely arise from poor alignment of the interests of key stakeholders, such as the Department of Health, the Department of Higher Education and Training, and National Treasury. Poor coordination between governance at national and provincial levels is a further complicating factor.

The report recommends urgent action to improve the governance of health sciences funding, including through strengthening the capacity and accelerating the momentum of the Joint Health Sciences Education Committee. It considers the strengthening of governance structures and building a joint vision as critical initial steps, without which detailed costing and planning activities might not produce their full intended benefit. Improving human resources for health planning, resource allocation and budgeting should also receive priority. The report further recommends the introduction of joint governance structures at institutional level, with strong consideration being given to revising the concept of the academic health sciences complex. This model, if properly supported, has the potential to improve skills development, institutional governance and quality, and could form a strong basis for strengthening alignment of interests and more effective service delivery, as well as health sciences education. The model also has relevance in the context of greater institutional decentralisation required for the purchaser–provider split under National Health Insurance.

Conclusion

The ASSAf study on HPE provides a consensus view on how health professions education and training in South Africa could be reconceptualised and offers a roadmap for the way ahead. It is hoped that the panel’s recommendations will help to consolidate current, and spur new efforts, to address the quantitative and qualitative shortfall in the health workforce, resulting in long-term benefits to the health of the nation.
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A new documentation of African rodent diversity

Rodents (order Rodentia) are by far the most diverse group of mammals on earth, accounting for over one third (~2200 species) of the world’s estimated 6500 species of mammals. The number of rodents known to science is constantly changing, both because new species are regularly discovered and because taxonomic revisions can either combine separate species into one, or split a single species into two or more new species. In this book, the authors have set out to provide an accessible, accurate and updated reference work that covers the identification, distribution and taxonomic relationships of the 463 known rodent species in sub-Saharan Africa. They have chosen sub-Saharan Africa, rather than providing a continent-wide coverage, to keep the material down to manageable proportions, and also because the rodents of North Africa are more affiliated to those in Europe than to the rest of Africa. Among the authors are those with extensive experience as curators in African natural history museums who are well connected with museums across both anglophone and francophone Africa.

Although there have been other recent reviews (for example Happold’s’ account of African rodents published in 2013), there is a need to update such accounts as new information comes to light. This book should be seen as complementary to works like Happold’s publication. It does not include the wealth of information on the ecology, behaviour and reproductive biology covered by Happold and others, but rather focuses on taxonomic and biogeographic insights that build on an ‘extraordinary renaissance’ in species discovery, as well as on the fact that molecular techniques are becoming less costly and easier to use. These modern techniques often confirm the delimitations put forward in early classical studies that were subsequently ‘obscured by lumpers and pheneticists of the middle twentieth century’. To illustrate this, the authors point to their accounts of 31 species of Otomyinae (vlei rats and whistling rats), compared with only 17 species covered by Happold’s recent account, as an example.

Besides being of biogeographic and taxonomic interest, rodents are also of importance to conservation. While none of the 463 species recognised is known to have become extinct, there are 44 species listed in the IUCN Red List as Critically Endangered (3), Endangered (21), Vulnerable (15) and Near-threatened (5). However, this picture is not complete, as there was insufficient information to determine the conservation status of 52 species, and a further 100 species have not been evaluated in terms of their conservation status. In addition, rodents are important as transmitters of diseases and as pests of crops. For example, more than 60 zoonotic diseases (i.e. those transmitted from animals to humans) have been attributed to rodents. The authors therefore identify their target audience as, inter alia, mammalian biologists, conservationists, public health workers, epidemiologists and agriculturalists.

The bulk of the book (988 out of 1092 pages) is dedicated to species accounts, based on examination of tens of thousands of museum specimens, literature records and online museum database records. There is detailed information at a genus level, including defining characters, cranial and dental features, and habitat and biogeography. The species accounts that follow have a focus on distribution and habitats, rather than on biology and ecology, which is covered in other publications. At the genus level, there are images of skulls and dentition (molars), while at the species level there are distribution maps and, in some cases, colour photographs. The distribution maps show point locations for specimens rather than a distribution range, and although the photographs include some of live specimens, many are of mounted museum specimens only. Common names are not included at a species level, although collective common names are provided for each genus (for example ‘whistling rats’, ‘sun squirrels’, ‘mole-rats’ or ‘spiny mice’).

Taxonomic treatises such as this one will always go out of date as new species are discovered, and as taxonomic revisions find new ways of classifying species. That said, this is an exhaustive examination of a significant mammal group, and it is likely to remain a valuable source of information for decades. It would, as the authors suggest, be most useful if it is treated as a companion volume to other publications, as it will assist in identifying particular species that are of conservation, biogeographic, medical or agricultural importance. The book should be a valuable addition to the library of any serious scientist working in any of these fields.

Reference

A hardwired neo-cortex – What role for neuroplasticity and developmental processes?

Is the neo-cortex of the brain hardwired or not? This is the central question George Ellis and Mark Solms of the University of Cape Town set out to answer in the seven chapters and 177 pages of this book. Regardless of which side of the argument one is on, there is a guarantee of a fulfilling read, with the latest information about the modern brain and its evolution. The main point of this book is that there is no language or any other instinctual system in the neo-cortex.

Evolutionary psychologists claim that the mind is a product of evolution and natural selection.\(^1\)\(^2\) We have adapted successfully to our environments because the mind (specifically the neo-cortex) is modular and hardwired for specific functions, which provides us with innate knowledge from birth and equips us for survival in an environment with a ‘poverty of stimulus’. An example is that of Chomsky’s innate module for grammar which Pinker\(^2\) later argued was a ‘language instinct’ (see Rose\(^4\)). We required such a mind in the context of an ‘environment of evolutionary adaptedness’ to the African savannah but would it help us survive modern life?

The gene took central position from about the mid-20th century – the period of the new synthesis of Darwin’s theory (in 1859) with modern genetics – with a convergence of ideas of heredity from several sources\(^6\): the (‘selfish’) gene was the unit for natural selection\(^6\), the meme its cultural counterpart and gene-culture coevolution the new idea\(^7\).

Textbooks traditionally focus on the physiology and anatomy of the brain, underlined by the principle of structure related to function. But the brain also produces our subjective mental life and yet the neurosciences, until quite recently, avoided studying feelings and emotions on the grounds that an objective science could not study the subjective experience, despite the implications of the injury and associated changes to the personality of Phineas Gage in 1848.\(^8\)\(^9\)\(^10\)\(^11\) Francis Crick’s ‘astonishing hypothesis’ and scientific study of the ‘soul’\(^12\)\(^13\), was possibly a step forward in 1994?

This book by Ellis and Solms represents both a recent paradigm shift from gene-centred thinking and a refutation of the claim of neo-cortical innate modularity, providing an integrated view which suggests that the structure of the neo-cortex is a ‘soft-wired’ arrangement of inter-connected neurons, genetically designed but sculpted by developmental processes that involve interaction between the brain and environmental stimuli under the guiding influence of the limbic system (affect): ‘These specific connections develop through our life experiences and social interactions, which continually alter synaptic strengths by modifying gene expression’ (p. 106). Whilst genes play a role in brain development, the brain’s plasticity in response to the environment is crucial, and allows humans with roots in the African savannah to happily adapt to urban life today. This is the ‘evo-devo’ tradition which unites evolutionary theory with genetics and with developmental studies with less emphasis on the gene\(^13\), and more of an understanding that evolution, development, structure, function and environment are all crucial to our survival and have to be understood in a contextual way. The unit for natural selection is far more than just the gene!

Innateness in the brain is in the limbic system which is the seat of human emotions, and is shared with other mammals.\(^14\) Our primary emotions are hardwired in all mammals and selected for by natural selection, thus playing a key role in evolutionary development.\(^15\) The developing cortex, in its exposure to environmental stimuli, responds by allowing competing neurons to form brain circuits by a process of adaptive selection and neural Darwinism\(^16\), under the guidance of emotions through ascending neural pathways and neuromodulators, which in turn influence cognitive activity and brain plasticity.

Emotions produce a specific reaction to an inducing situation, tempered in humans by higher reason and wisdom, and they regulate the internal state of the body, ensuring that, for example, heart rates change during flight in fear.\(^17\) It is the influence of this emotional system that underlies the intellect and shapes other aspects of human behaviour, giving meaning to what it means to be human. Emotion therefore has been selected for, has played a key role in evolutionary development and, in turn, has affected evolution.

Innate modules in the neo-cortex would be restrictive in responding to an unpredictable environment, and do not account for the plasticity of the brain or its compensatory mechanisms during injury. Also, the ‘poverty of stimulus’ argument disregards the richness of stimuli during the mother–neonate bonding period. To understand the function of the mind, the reader is asked to consider the hierarchical nature of its multi-level structure, which gives rise to complexity and many levels of emergence, thus allowing for a top-down causality in response to stimuli, and bottom-up causality where lower-level structures are adapted to higher-level functions.

The brain straddles two worlds – the inner and the outer – and the book beautifully explains the transition of activity from the physical to the mental; for example, when blood sugar levels fall, we feel hungry and act upon that feeling. Information from the sense organs is relayed to the appropriate cortical regions via the thalamus, forming our perceptions (percepts), which become concepts, the raw material of cognition, the further these move from the posterior to the anterior cortex. To survive and reproduce, the organism seeks its internal needs in the outside world. This is the biological purpose of cognition, which is guided by our hardwired emotions, without which there would be no survival. The fittest, whether individuals or communities, in the strongest social contexts, shall be the unit of natural selection.

Resolving the nature–nurture debate would have important implications for learning, reading and writing. A young brain is shaped by story-telling\(^17\) and this book can make a positive impact on our failing educational system.

© 2018. The Author(s). Published under a Creative Commons Attribution Licence.
and illiteracy. There is a difference between folk knowledge and higher academic learning which requires effort and motivation on an individual’s part in dealing with counter-intuitive ideas. Also, importantly, there is an epistemology of the brain sciences and evolution, in general, in this book that the reader can appreciate.
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A note on equity returns for South African investors

October: This is one of the particularly dangerous months to invest in stocks. Other dangerous months are July, January, September, April, November, May, March, June, December, August and February.

Mark Twain

Equity risk and returns

On a historical basis, South African equity markets have outperformed inflation significantly. Using returns from the 2016 version of the Credit Suisse Global Investment Sourcebook, I observe that over the period 1900 to 2015, the annualised real return (i.e. returns adjusted for inflation) for South African equities was 7.3% compared to 1.8% for bonds and 1.0% for shorter-term bills. I compare these returns with US annual real returns of 6.4% for equities, 2.0% for bonds, and 0.8% for bills over the same period.

Investors buy equities to participate in the growth prospects of a company and the economy, but are exposed to significant short-term noise, namely so-called volatility. Shiller, for example, has shown that the market price of equities moves considerably more than warranted by underlying economic fundamentals. My aim was to demonstrate that investors, with a focus on long-term investment objectives, can capture longer-term growth and investment trends by applying focus on company earnings growth, therefore effectively ignoring short-term noise.

My data set comprises monthly closing levels of the FTSE/JSE All Share Index dating from January 1960 to December 2017. I also captured the dividend yield and price/earnings ratio. The source of my data is I-Net.

The analysis ensued by calculating the monthly price returns as well as the total returns (i.e. the price returns plus returns of dividends accrued). The same process was applied to earnings, i.e. I calculated the monthly change in earnings. I also calculated the change in the price/earnings ratio on a month-to-month basis. This gave me an effective decomposition of the monthly total return of the index into dividends received, change in earnings, as well as change in the price/earnings ratio. The monthly numbers are very volatile and obviously reflect the full ambit of noise in the turbulent equity market as a whole – my main aim was to demonstrate longer-term investment trends, hence I calculated the returns described earlier over a 20-year horizon. The rolling returns are depicted in Figure 1.

Figure 1: Decomposition of total index returns over rolling 20-year periods.

Note 1 – The main driver of total equity returns, apart from the fairly stable dividend yield, is growth in earnings, which contributes about two-thirds of the total return over time. The price/earnings ratio, which drives shorter-term valuation issues, is a lot more volatile, but, over longer-term periods, contributes marginally towards total returns.

Note 2 – Dividend yield. The dividend yield reflects a very healthy and attractive yield above 5% until the early 1990s. In 1993, a so-called Secondary Tax on Companies was introduced, which meant that companies were required to pay tax on a portion of all dividends declared to shareholders. The tax was introduced to encourage
reinvestment of profits at company level – the effects of this tax are clear from 1995 onwards in a much reduced dividend yield. The Secondary Tax on Companies was eliminated in 2013 in an attempt to make South Africa a more investment friendly destination and to achieve international tax alignment. It is important to note that the dividend yield is a function of earnings growth and the company specific pay-out ratio.

Note 3 – My analysis was done on the basis of the FTSE/JSE All Share Index, which consists of multiple equities. However, the analysis is equally valid for single securities or a well-balanced diversified portfolio of equities.

It is important to note that company earnings reflect the sum total of risks and efforts experienced by a company to achieve and sustain financial profitability; understanding this fact makes us look at risks to achieve earnings growth. Understanding risks to earnings growth over time allows us to build an investment case for specific securities.

Conclusion
We are often reminded that our investments should be considered on a long-term basis. In this note I illustrate the importance of considering earnings growth as a driver of equity returns over the long term. It is important to realise that the stock market will have many short-term gyrations and exhibit significant volatility, but considering earnings growth provides us with a firm basis to look through short-term noise and assess long-term potential investment returns.
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Owning the lake, not just the rod: The continuing challenge of ‘the old boys’ in knowledge production

Knowledge from the Global South, and particularly Africa, is continuously exported and repackaged, thereby transferring its ownership to those able to conform it to the paradigms of consumption in the knowledge economy of the Global North. The list of the top 40 scientific papers by country, according to Scopus, reflects a significant under-representation of publications from Africa. It is significant to note that only one African country – South Africa – features on the list, but only in the bottom five journals. This exclusion may be for many reasons, not withstanding those related to funding and government support, the developmental needs of universities, a lack of ability on the part of the authors themselves to write to Western paradigms and standards, and the career aspirations and needs of African academics. Yet we propose that these issues are not the only reasons for the lack of academic voice from the African continent – there is a substantial amount of research on inequality in global knowledge production which largely focuses on income and resource inequality as the major reason for this situation. It is, however, arguable that focusing only on the technical and economic limitations of African academics, whilst ignoring the greater cultural and political context within which the practice of academia is in itself deeply entrenched, does not sufficiently account for the challenges that they face. However, a significant cause of academic silence is the consequence of barriers resulting from practices of ‘the old boys’ network’. Thus, focusing on the global publication practices in academia, we present fresh arguments to bring to centre stage the consequences of barriers resulting from these networks. Here, the relative socio-political challenges of African academics are critically interwoven into the understanding and functioning of the informal old boys’ network.

The idea of the ‘old boys’ network’ stems from the British elite school system in which men of influence and means used their status to advance other men from the same school. There is much literature on the ‘old boys’ network’ in numerous sectors. Yet this concept is still elusive and vague and few would openly acknowledge being part of any network that propagates the advancement of individuals from a similar social background. The developmental implications thereof, especially in light of the current prioritisation of the decolonisation agenda in South Africa, are also therefore discussed.

It could equally be argued that the idea of ‘the old boys’ may simply be a consequence of Western academia being the historical core of the university system and, as such, certain academics have mastered the paradigms, systems and language through many cycles of evolution and refinement. However, the oldest university (University of al-Qarawiyyin, Fez) is located in Morocco – on the African continent. This raises the question of why similar cycles of evolution and refinement have not taken place within the African science and higher education context, leading to Morocco’s influence within science and education among the ranks of world-leading scientific outputs. This may critically show that ‘contemporary social, political, economic and cultural practices continue to be located within the processes of cultural domination through the imposition of imperial structures of power’. The systems of academic ratings, credible outputs, journal listings and publication status is set, monitored and regulated almost exclusively by individuals based in the Global North.

The idea of monopolies of power with regard to who actually moderates academic outputs, including journal publications, points to a centre ofgatekeeping in the Global North. By consistently maintaining the reins on determining what is accepted, rejected or simply unpublishable, the old boys’ network continues to hold up barriers to prominence on the global knowledge economy by African academics and institutions. The historical legacy of imperialism and colonialism is widely recognised as a barrier to development in Africa, and yet within the knowledge economy little has been done to redress the problems that this former system of influence and advancement has left. While inferior education was for a long time the hallmark of Africans during the colonial era, it is upon Africans during the decolonisation (e.g. South Africa) than in others (e.g. Zimbabwe). As the countries similar to the latter conformed to the ‘colonial master’s’ standards in their general and academic culture, they seem to fair slightly better on the international academic arena, which is governed largely by the old boys’ network. Similar situations likely ensue in other parts of the world where regions are currently geographically or politically fragmented as a result of the legacy of colonialism.

Although many colonial inequalities have since been redressed in most African countries to some extent, the stains of the colonial legacy still seem to manifest in the international publishing arena, as a form of mistrust by editors to African authors affiliated with African academic institutions. It appears that all knowledge is often evaluated against ‘expert’ knowledge based on Western scientific paradigms, before it is considered valid and useful, even to a non-Western context. This mistrust expresses itself through various means, such as intense and vigorous checks of native African writing or even the writing of authors of European descent who are affiliated with an African academic institution. To date, European languages remain the languages of power, in spite of the many developments of local journals within the Global South. Thus, the colonial experience inherently continues to shape and influence research and its representation within the reproduction of knowledge in publications. As such, more native African academics come across more negative comments centred on language issues from reviewers, in comparison to their Northern counterparts. According to Sithole, the environment in the Global North for the African scholar is hostile, and is made insecure because, somehow, the African scholar is assumed to need the tutelage even of the most junior scholars from the Global North and it is assumed that their facts (even those originating from the more familiar local Global South context to the scholar) must be checked. This experience is also shared by academics of European descent who are based at African institutions, although to a lesser extent.

One also gets a sense that patronage exists in the selection of a reviewer, as typically with some journals, the editor selects reviewers from an existing pool of members of a journal’s board. Thus, very often, African authors must
face up to reviewers who are of North American or European descent, many of who (although well-meaning) harbour a bias towards Northern research interests where most journals of international accreditation are based.10 11 This bias is often further exacerbated by the additional criterion of assigning reviewership and editorialship to whom, or rather who, constitutes an ‘authoritative voice’ within a certain area of research within the Global South, having been systematically determined by the old boys themselves. The latter paradox seems to have resulted in the monopoly of certain research areas to be associated with northern institutions or non-African scholars based at these institutions, in spite of an African scholar appearing to be in a more credible contextual position to conduct more comprehensive research. It has been argued that African scholarship needs to be synergistically organised and applied to subject matters and fields in which African scholars have a comparative advantage.12 This argument, however, is gravely challenged by the old boys’ network, as often the Global North tends to be responsible for conception, while the Global South is involved merely in the execution of tasks (e.g. data collection and field experiments), thus facilitating their limited inclusion in knowledge packaging and ownership of the knowledge market in publishing.13,14 An example is that of large charismatic African wildlife species research (e.g. large mammals), which attracts much media attention and funding, yet publications thereon and grants for research continue to greatly exclude native African scholars, particularly in prominent positions within research projects. Even in cases in which African scholars appear to have prominent research positions in these areas, some of our intellectuals may be merely figure heads. These same scholars are constantly faced with the danger of alignment with whoever is paying for knowledge, as many funders are more favourable to scholars publishing in Global North journals, which often aim to fulfil Northern research interests. Thus, local scholars cease to sufficiently address the research needs and interests of the locality of origin, with detrimental implications to the development of the Global South.

Even African rating systems perpetuate the dominance of the old boys’ network, by holding journals based in the Global North to a higher esteem than those based in the local Global South. For example, the system in South Africa will rank a local scientist with more publications in journals of Global North origin (which also, consequentially, usually have the higher impact factor), higher than those whose publications are mostly in local journals of Global South origin (http://www.nrf.ac.za/rating). Thus, higher knowledge exchange, and quality of thought, occurs between the Global North and South in comparison to that which occurs within the Global South exclusively. This situation has facilitated the ‘lack of and/or poor development of internal scientific discussions and debates within and between our scientific communities, resulting in a general stampede of Global South scholars for individual acknowledgment by the Global North’.15,16 Thus, although not intentional, these actions continue to actively facilitate the Global North in dominating policy development and implementation in the local sphere. Should scientific knowledge indeed inform policy, then the Global North continues to reinforce its power over the Global South, through dictating which or what knowledge is considered ‘good’, thereby presenting a significant challenge to the decolonisation agenda within policy, development and education in the Global South. Sithole17 quotes Kariuki as pointing out that ‘Africa demands of its intellectuals to serve the communities from which they spring’. Hence, the Western saying ‘give a man a fish, and feed him for one day; give him a rod, feed him for a lifetime’, warrants an African revision: redress rightful entitlement to own the lake within which they fish, and you empower a continent.
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Possible predator avoidance behaviour of hominins in South Africa

There are many factors that contribute to the evolutionary success of species, for example, species often develop elaborate predator avoidance behaviour. Such behaviours can be studied by ethologists in extant animals, but supporting empirical evidence is often lacking for such behaviours in extinct organisms. Using living animals as proxies for extinct species usually allows for behavioural analogies, such as the use of baboon behaviour to infer the behaviour of our human ancestors and relatives. South Africa is inhabited by a large primate, the chacma baboon (Papio ursinus). Baboons are comparable in size and weight to australopithecines like Paranthropus robustus and Australopithecus africanus and their human-like behaviour has long been recognised.

Our understanding of the evolution of hominins is largely based on direct evidence from skeletal remains (gait, brain size, mobility, diet, etc.) and material culture (bone and stone tools), and very little is known about their behaviour. Paranthropus robustus was a robust australopithecine that lived between 2 and 1.2 million years ago in South Africa and remains of this species have been found at sites like Kromdraai, Swartkrans, Drimolen, Gondolin and Cooper’s Cave in the Cradle of Humankind. In the main, Paranthropus robustus was small stunted but bipedal and followed a patrilocal form of residence. They were dietary generalists. Apart from these main lines of evidence, very little is known about the behaviour of Paranthropus robustus during the Early Pleistocene.

From an evolutionary ecological perspective, prey species develop mechanisms to avoid being caught by predators. These anti-predatory devices are varied in animals and behavioural and anatomical adaptations may include a combination of sound, smell, colour, pattern, form, posture and/or movement devices. Natural selection promotes the evolution in prey animals of features that reduce the probability of success for their predators. Animals with such anti-predatory devices tend to have a higher probability of escaping predation than animals without them. Today, lions (Panthera leo) and leopards (Panthera pardus) are the main predators of baboons. Lions stalk baboons during daytime when they feed on the ground, and leopards attack them during the night. Baboons have evolved numerous predatory avoidance behaviours to counter these attacks to ensure survival. The main behaviours include living in large troops, moving in a patterned way on the landscape, using sentries (elderly male individuals to sound alarms and defend the troop), sleeping in inaccessible places at night and stone throwing.

Baboons also display another form of predatory avoidance behaviour: they are often found, during daytime, with other animals including buffalo (Syncerus caffer), elephant (Loxodonta africana), bushbuck (Tragelaphus scriptus), rock hyraxes (Procavia johnstoni), tree hyraxes (Heterohyrax brucei), guinea fowls (Numida meleagris), blue duiker (Philantomba monticola), and, most often, with impala (Aepyceros melampus). The visual powers of baboons complement the acute sense of smell of impala, allowing for their mutual protection from predators. Washburn and De Vore found that olive baboons (Papio anubis) are closely associated with impala in open country, while in forested areas, they associate with bushbuck. The bark of these two antelope species will set a line of evidence, very little is known about the behaviour of Paranthropus robustus during the Early Pleistocene. The visual powers of baboons complement the acute sense of smell of impala, allowing for their mutual protection from predators. The number of medium and large Bovidae and Equidae faunas associated with Paranthropus robustus from the Cradle of Humankind does not reveal any significant absence of species (Figure 1). An absence or lower occurrence of species may indicate successful anti-predator behaviour, although sample size and taphonomic history are also important considerations.

![Figure 1](image-url)
Impalas are the perfect ungulates for primates such as the chacma baboon to associate themselves with during daytime. In addition to their acute ability to sense predators, impalas prefer woodland savanna, rarely wonder more than 2 km from permanent water, and are sedentary, in that they move less than 3 km per day within their home range.5 During Plio-Pleistocene times, it is possible that hominins such as Paranthropus robustus and Australopithecus africanus as well as other primates associated themselves with ungulates with similar characteristics. The extinct Gazzella helmoedi is thought to be an ancestral local form of the extant impala Aepyceros melampus.36,37

Novel approaches are required to investigate these likely associations between hominins and ungulates to reveal more about the evolution and behaviour of our human ancestors and their relatives. For example, a consideration of the predators, feeding and water requirements, habitat preference, distribution, herd size, home ranges, and anti-predator behaviour of ungulates can potentially reveal behavioural aspects of hominins like Paranthropus robustus and Australopithecus africanus to complement research on skeletal elements.
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Possible importance of *Cannabis sativa* L. in regulation of insulin and IL-6R/MAO-A in cancer cell progression and migration of breast cancer patients with diabetes

According to the World Health Organization report\(^1\), breast cancer is the most prevalent cancer in women worldwide and its incidence is significantly increasing, particularly in developing countries where the majority of cases are diagnosed in the later stages of cancer. Survivors of breast cancer have a higher chance of developing both type 1 and type 2 diabetes, specifically in the post-menopausal stage of life.\(^2\) Conversely, female individuals with diabetes have a 20% greater chance of developing post-menopausal breast cancer than those without.\(^2\) The breast cancer incidence is rising in South Africa, where some women are diagnosed late and, as a result, have poor outcomes.\(^3\) The association of type 2 diabetes mellitus and breast cancer among African women has already been established.\(^4\) Therefore, the relationship between insulin and breast cancer cell progression and migration should be further explored.

The South African government has yet to legalise medical cannabis; however, much debate on the subject has taken place in the last few years. The requirement for adequate research on Cannabis sativa L. – the variety of cannabis or marijuana found in South Africa – is periodically mentioned in local scientific publications such as the South African Medical Journal.\(^5\) Interestingly, *C. sativa* has been found to be equally effective in inhibiting breast cancer cell proliferation and regulating insulin levels in patients with diabetes.\(^6,9\)

The current global market for cannabis products is USD3 billion; this figure is expected to rise to USD56 billion within 10 years, as more countries and US states join the legalisation trend.\(^10\) South Africa is one of the world’s largest producers and exporters of quality cannabis, and is the main regional hub for cannabis cultivation and trading. All African nations are capable of cultivating medicinal marijuana – of the ‘hemp’ and ‘dagga’ variety – to exploit the growing international acceptance of cannabis-based medicines.\(^11\) However, there is an apparent misidentification and confusion regarding the quality of ‘hemp’ and ‘dagga’, as *C. sativa* is known in southern Africa.

Here we summarise the regulatory role of insulin in MAO-A and IL-6/IL-6R-regulated metastasis and angiogenesis in breast cancer in patients with diabetes and the possible importance of the South African variety of *C. sativa* is outlined as a possible beneficial research option in this context. The pharmacological efficiencies of *C. sativa* in inhibiting breast cancer cell progression and migration will support the medicinal application and will act as an initial step towards its industrialisation, thereby contributing to the South African bio-economy through its R&D.

**Regulatory role of insulin in breast cancer in patients with diabetes**

Targeting the tumour vasculature, rather than directly targeting tumour cells, has been the more recent approach to inhibiting tumour growth in all invasive and metastatic cancers, including breast cancer.\(^12\) The growth of breast cancer cells is under the direct regulation of hormones, growth factors, chemokines and their receptors.\(^12\) Both hyperinsulinemia and cancer are extremely prevalent pathophysiological conditions associated with major morbidity and mortality worldwide. The implication of insulin in the pathogenesis of cancer has been in English medical literature since the early 1970s\(^13\); however, the possible molecular mechanisms of insulin’s effect on cancer development and/or progression remain enigmatic.

Insulin acts as a major mitogen in normal mammary gland tissue as well as in breast cancer cells.\(^14\) Many human breast cancers overexpress the insulin receptor, and overexpression of these receptors can result in a transformed phenotype in human mammary epithelial cells.\(^14\) A recent study has demonstrated that women with insulin-receptor-positive breast cancer have worse prognoses in terms of tumour progression than women with insulin-receptor-negative tumours. Recent findings indicate that fasting insulin levels predict disease-free survival and overall survival of women with breast cancer who are receiving adjuvant therapy.\(^14,15\) In most human oestrogen-receptor- and progesterone-receptor-positive breast cancer cell lines, like MCF-7, insulin stimulates cell growth via its own receptor; however, insulin, at concentrations as high as 100 nM, has no effect on cell growth in triple negative breast cancer cells line like MDA-MB231, meriting further studies in this context.\(^15\)

In contrast, insulin enhances the metabolic capacity of cancer cells by dual regulation of the glycolytic enzyme pyruvate kinase M2.\(^16,17\) Insulin and insulin-like growth factor 1 also induce vascular endothelial growth factor mRNA expression via different signalling pathways including PI3-K and MAPK.\(^18,19\) IL-6 is a cytokine involved in a number of cellular inflammatory disease conditions.\(^19\) Growing evidence suggests that IL-6 is also involved in cancer progression, metastasis, chemo-resistance and angiogenesis through the activation of IL-6R.\(^20\)

Monoamine oxidase (MAO) has two isoforms: MAO-A and MAO-B, which are generally present in the outer mitochondrial membrane. MAO-A levels are significantly lower in multiple invasive and metastatic cancer types including breast cancer. A recent study highlighted the differential expression of IL-6/IL-6R and MAO-A in the regulation of invasion/angiogenesis in breast cancer.\(^16,20\) In addition, this IL-6R regulation of MAO-A occurs through cellular MAP kinase and Akt pathways.\(^20\)

Other findings demonstrate that regulation of monoamine levels by MAO activity in β cells is pivotal for physiological insulin in type 2 diabetes.\(^21\) In contrast, MAO inhibitors are capable of both potentiating and inhibiting insulin release
in vitro, depending on their concentrations. It is further concluded that the stimulation of glucose-mediated insulin secretion may be related to the MAO inhibitory effects of the drugs.\textsuperscript{31} MAO inhibition has also been reported in a patient with type 1 diabetes and depression.\textsuperscript{32} Reduced MAO activity in blood from insulin-dependent subjects with diabetes increased the possibility of tumour cell progression and invasion in breast cancer. Although hypoxia is a common clinical condition in the tumour environment in which it promotes cell invasion, metastasis and angiogenesis, it inhibits insulin-signalling pathways.\textsuperscript{1,23} Therefore, the regulatory role of insulin in breast cancer cell progression in persons with and those without diabetes needs to be delineated; development of the possible therapy outlined here will provide new insight into the immunotherapy of breast cancer.

**Importance of South African Cannabis sativa L.**

Medical cannabis is a drug that comes from two species of cannabis, *C. sativa* and *C. indica*. *C. sativa* is commonly known as hemp in the northern hemisphere and as dagga or marijuana in South Africa.\textsuperscript{15} The main active chemicals in cannabis are cannabidiol (CBD) and delta-9 tetrahydrocannabinol (THC). However, flavonoids and terpenes have been found to be equally effective in acting synergistically with CBD and THC in biological systems.\textsuperscript{22} South African dagga (*C. sativa*) contains higher amounts of psychoactive THC than of CBD whereas hemp contains higher amounts of non-psychoactive CBD than of THC.\textsuperscript{11,25}

Cannabinoids could be the first non-toxic agent to show promise in treating metastatic forms of breast cancer.\textsuperscript{26} CBD inhibits the survival of both oestrogen-receptor-positive and oestrogen-receptor-negative breast cancer cell lines and induces apoptosis in a concentration-dependent manner.\textsuperscript{26,27} Many cannabinoids mediate their effects by binding to endocannabinoid receptors like CB1, CB2 or the vanilloid receptor; however, it is indicated that the effect of CBDs is independent of these receptors.\textsuperscript{26} Therefore, scientists are always trying to identify the receptor(s) through which CBD mediates its anticancer effects. The recently established immune biological aspect of IL-6R-regulated and MAO-A-mediated breast cancer cell progression and migration will be the immediate future target of investigations into the effect of cannabis in this context.

For people with obesity and type 2 diabetes, endocannabinoid imbalance is a key regulator.\textsuperscript{28} THCs are more agonistic than are CBDs to endocannabinoid receptors and can control blood insulin levels and energy homeostasis. Over-regulation of the endocannabinoid system leads to excess visceral fat accumulation in the stomach and reduces adiponectin release from the tissues, thus leading to insulin insensitivity and increases in the risk of developing type 2 diabetes.\textsuperscript{27} Unlike THC, CBD can help to suppress appetite and help individuals to rebalance the endocannabinoid system by increasing fat breakdown, increasing mitochondrial activities and promoting metabolism, and decreasing fat storage, and is thus beneficial for diabetes management.\textsuperscript{1,28}

**Conclusion**

Breast cancer cell progression and migration is directly influenced by insulin levels in patients with diabetes and IL-6/IL-6R mediates its regulatory role in MAO-A-controlled cell metastasis and angiogenesis. Importantly, the IKS Research Group of the Department of Pharmacology at the University of the Free State (Bloemfontein, South Africa) is presently working on this immunobiology and validating this dual role of cannabis in the South African context.

The CBD-enriched variety of *C. sativa* found in South Africa may offer new hope for the regulation of insulin action on MAO-A- and IL-6/IL6R-regulated metastasis and angiogenesis in breast cancer of patients with diabetes, as shown in Figure 1. The pharmacological efficacies of *C. sativa* in inhibiting breast cancer cell progression and migration will further support its medicinal application and will lead to further industrialisation, thereby contributing to the South African bio-economy in the future.
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Comments on Mpeta et al. (2018): Black living standards in South Africa before democracy

Mpeta et al. recently published a paper in which they used secular trends in stature of South Africans to make inferences about living standards. The use of documentation of living standards and the fluctuations thereof as a result of economic growth to explain the secular changes observed in height is a viable approach. The authors gave an excellent review of the history of South Africa and the differences in living conditions that existed between the population groups. However, we believe the biological data were incorrectly used, in order to support inferences regarding the socio-economic situation. The average stature of a population group indeed has a direct relationship with the living conditions and the per capita income of the individuals. For example, decreased stature may be an indicator of nutritional deprivation as a result of a lower income. However, it is important to note that there are many other factors that can influence stature. The size and shape of human bodies vary considerably among population groups across the world and body size is not fixed. Changes in height are continually taking place. In this study the authors repeatedly imply that the living standards can be explained by differences and changes in height, e.g. ‘by analysing the mean height… we shed light on the standard of living’ (p. 1); ‘black living standards as measured by height’ (p. 1). Height should not be used simplistically to indicate the standard of living or socio-economic status as it is influenced by too many other variables such as climate, diet, genetics/gene flow, family size and urbanisation. Rather, standard of living should be used, as one of many possible factors, to explain the observed differences in height.

Furthermore, the authors did not take into account the normal biological variation and adaptation in height. It is rightfully stated that ‘genetic characteristics explain about 80% of stature variation’ because heritability is responsible for 75–90% of stature variation; however, this factor is not taken into account in this paper even though it explains the majority of the differences in height. The authors state that ‘black men are 7 cm shorter than their white counterparts’ and that ‘this is one of the highest within country differences in the world, but we do not know when it emerged’ (p. 1). They further confuse the possible explanations for this difference by asking if genetic inheritance perhaps contributes to the patterns, but then state that the question cannot be answered as gene-level understanding is incomplete. The authors lack an understanding of the genetic variation in South African population groups and the influence of genetic variation on the heights of different population groups. They attempted to answer this question by using societies with similar genetic inheritance, that is, North and South Koreans. North and South Koreans share a similar original gene pool and the differences in their height could possibly largely be explained by differences in living standards. Although this assumption is plausible, they then continue by comparing the height gap in the Koreans to those seen in the South African population groups. Because black and white South Africans do not share a common ancestral gene pool, this comparison is redundant. The genetic origins of South African population groups are well documented. White South Africans are largely descended from colonial immigrants such as Dutch, French, German and other European groups with low frequencies of alleles typically found in Khoesan and Bantu-speaking individuals. Population groups from the northwest of Europe (e.g. the Netherlands) are said to be the tallest individuals in the world and their genes within white South Africans account for the taller statures seen in this group. The black South African population mainly arose from Bantu-speaking individuals from the Nigerian/Cameroonian highlands with considerable gene flow from Khoesan groups. The Khoesan are among the shortest population groups in the world, which may have contributed to the shorter statures observed in black South Africans. Therefore, the ‘gap’ between the stature of various South Africans is not solely an indicator of differences in standards of living but rather genetic differences. Similarly, this comparison is made between Māori and white New Zealanders who do not share a common ancestral gene pool. The convergence in stature is mainly explained by the authors as the result of improvement of living conditions and implementation of social policies without the possible effect of adaptation to similar climates or gene flow being considered. Numerous studies have observed changes in height with a decrease or increase in socio-economic status. However, it is important to ensure that the different genetic origins of the population group are considered when comparisons are made.

The use of different types of data sets (as was the case in the Mpeta et al. paper) to make comparisons needs to be approached with caution and all biases, limitations and all other possible inferences need to be considered. Although the patterns in height may be accurately represented, direct comparisons in height using data sets obtained in different ways should not be made because of the inherent errors associated with each type of data set. The authors state that the World War II data set possibly had a ‘preference for men of a certain height’ but that ‘the use of average height is unaffected’ (p. 2). Making use of a data set that pre-selects individuals of a certain height renders all comparisons with other data sets that do not select for this variable impossible. The World War II data are therefore biased towards a certain height which is not necessarily represented by other data sets. Similar bias arises when the Cape Mounted Police and South African Constabulary data are used. The use of cadaver heights or lengths from the Raymond A. Dart Collection (University of the Witwatersrand) is particularly concerning. These heights are notoriously inaccurate and are often nothing more than estimates by the morgue staff – as the authors themselves state, one finds many unlikely statures (e.g. a stature of 139 cm) among these records. Although the authors mention skeletons (p. 3) when they refer to the Dart Collection data, we assume they have used lengths recorded in the cadaver books and not statures reconstructed from skeletons. The number of bodies donated to the Dart Collection significantly increased from 1958 onwards, especially among white groups. Whereas the black South Africans in the collection were mostly unclaimed bodies, and thus presumably of lower socio-economic status, the white South African bodies were often donated and of higher socio-economic status. Additionally, the well-known measurement difference of approximately 2.5 cm between cadavers and living stature is not mentioned as a
possible misrepresentation of height. Lastly, the sources of the data from the Demographic and Health Survey and National Income and Dynamic Study are based on surveys and the height values need to be approached with caution as a result of known errors in the accuracy and reliability of using self-reported height data.

It is disappointing to note that the authors did not refer to any of the numerous studies on stature and secular trends that have previously been done in South Africa. Different secular patterns in height were reported during the late 19th and early 20th century in black and white South African groups. Negative and null secular trends have been observed by Kark, Tobias, Tobias and Netscher, Price et al., and Louw and Henneberg, while limited positive trends were observed by Tobias, Henneberg and van den Berg, Steyn and Smith and Myburgh. For these studies, different data sets with various birth cohorts were used in order to show the different patterns in secular trends. The results from these papers explain the differences in stature between the population groups and provide theories on the possible reasons for the different patterns of change in height. Mpeta et al. state that the observed decline in the stature of white men and the increase seen in black men may be a result of insufficient sample sizes. However, previous studies using larger sample sizes have observed a similar trend. Henneberg and van den Berg also observed instances in which the secular trend did not follow the socio-economic change in the country. He suggested that other factors, for example causative agents which affect the relevant stature-determining genes, may also be responsible for secular changes in height. Therefore, it would appear that the major determinant of the direction and magnitude of secular changes may not only be because of the general improvement of living conditions, but rather distinct factors which are specific to the population group. This indicates that other factors – for example urbanisation and the associated change in diet, levels of physical labour and access to health care – may also have played a role in both white and black South African groups.

We would also like to comment on terminology; the terms ‘whites’, ‘blacks’ and ‘white stature’ are commonly used throughout the Mpeta et al. paper. These are sensitive and emotionally charged terms and like to express our disappointment that the use of the collection was not mentioned in their Acknowledgements. Finally, we would like to comment on the terminology used in the paper. These are sensitive and emotionally charged terms and we would like to express our disappointment that the use of the collection was not mentioned in their Acknowledgements.

In summary, we believe that the Mpeta et al. paper would have benefited from a better understanding of biology and human variation. While their attempts to make inferences on past living standards are to be lauded, their conclusions are simplistic and tend to follow popular beliefs rather than scientific facts. Secular trends within the same group may be indicative of economic change, but trends between groups need first a genetic explanation before other variables can be considered. The reality is far more complex, as was also demonstrated by Myburgh and Myburgh et al., and needs in-depth analysis.

References


Chris Callaghan’s criticism of the National Research Foundation’s rating methodology: A rebuttal

No scientific endeavour – its methodologies, processes, procedures or anything related to it – should ever be above reproach, critical evaluation or reconsideration, including the methodology of South Africa’s National Research Foundation (NRF) for rating those researchers who apply for a rating. Chris Callaghan’s views on the NRF rating methodology must thus be welcomed.

However, any such criticism must be fair, balanced, objective, properly justified and uncontaminated by personal grievances.

Callaghan’s critical review of the NRF rating methodology falls short on a number of these grounds. Firstly, as a management scientist, he should have done a far better job of understanding the methodology before embarking on a critical review. Secondly, his recommendations for improvement unfortunately fall foul of the same criticism that he levels at the current NRF methodology. Thirdly, the entire rating system cannot reasonably be completely wrongheaded, with no positive consequences at all. Fourthly, he ought to have been more forthright with his readers, the reviewers of his paper and the editor of the *South African Journal of Science* by declaring his personal experience with the rating methodology. My rebuttal of Callaghan’s criticism will be structured around these points, but limited to the domain of Management Sciences.

**Key features of the NRF rating process**

It must be noted at the outset that the NRF rating methodology is a peer review methodology. The entire process is thus constructed on this key feature and must be understood in that context.

A more careful review of the NRF rating process would have revealed that each applicant submits six names of potential reviewers to the NRF. The members of the Specialist Committee or expert panel (the members are appointed for 4-year terms) then select three of these nominated reviewers. To this list, a further three independent reviewers not nominated by the applicant are added to review the application (Callaghan’s view that ‘the NRF system works through reviewers chosen by the person being rated’ is clearly not entirely correct). At least six reviewers are thus asked to review each applicant.

All reviewers are, of course, expected to be objective and fair in their evaluation, regardless of who nominated them. The nominated reviewers are carefully selected to ensure that they have the required knowledge and expertise to conduct the evaluation. In order to eliminate potential bias, the application form explicitly asks the applicants about their relationship with the nominated reviewer, and this explanation is screened to exclude cases in which the relationship is considered to be too close (supervisor, PhD student, research team colleague or ‘life-long friends’ in Callaghan’s parlance). In a further attempt to preclude bias, applicants may ask the panel not to send their application to reviewers who they feel may not be objective in their assessment.

Once the peer reviewers’ reports have been returned to the NRF, they are screened for suitability by the Specialist Committee, an Assessor and a Chairperson. Excessively negative and excessively positive reviewer reports are discarded as potentially marked by bias. The reasons for the rejection are formalised for auditing purposes and to counteract the ‘gatekeeping’ phenomenon.

The members of the Specialist Committee then consider the peer reviewers’ reports and attempt to reach consensus on what an applicant’s rating should be. Once the evaluations and suggested ratings of the Specialist Committee have been concluded (all members must read all the reviewers’ reports), an independent Assessor, who is uninformed about what the Specialist Committee’s recommendations are, enters the meeting. The Assessor will also have been tasked to review all the applications independently before the meeting. The Specialist Committee and the Assessor then reach consensus on the appropriate rating for each applicant (including, of course, a ‘rating unsuccessful’ decision, if deemed appropriate). Once this consultation has been completed, an independent Chairperson, who has also independently evaluated the applications of all the applicants, enters the meeting. The Chairperson’s suggested ratings are then compared with those of the Specialist Committee and the Assessor; and in most cases agreement is reached on an applicant’s appropriate rating. If not, the applications are referred to an Executive Evaluation Committee for review. The members of the Executive Evaluation Committee are the six Chairs of the different evaluations panels, two Convenors of the Specialist Committees, and three NRF executives, including the Deputy CEO of the NRF (who also chairs the meeting).

Clearly, despite the potential failings of human judgement, significant effort is built into the NRF rating methodology to minimise biased evaluations. With the considered involvement of six reviewers, four to eight Specialist Committee members, one Assessor and one Chairperson, no individual can manipulate the assessment in order, in Callaghan’s words, to ‘settle scores’. A rating outcome is thus not the decision of ‘a small group of evaluators’ only, as Callaghan contends. The ‘power abuses’ he refers to are simply not possible. In addition, if the rating outcome is considered inappropriate, the aggrieved applicant has the right to appeal.

Typically, an NRF rating application is thus reviewed by at least 12 different evaluators. It is just not credible that all 12 would be consistently biased against any individual applicant, even though the evaluations are not anonymous. It is thus difficult to accept Callaghan’s suggestion that the process is prone to excessive subjectivity bias, especially if one considers that he regards the journal peer-review process – which typically consists of only...
two reviewers and an editor – as superior because it is ‘systematic’. I want to argue that the current NRF methodology is just as systematic, step-by-step, as the journal peer-review process.

In stating that a rating decision depends on a ‘handful of reviewers’ only, Callaghan demonstrates his deficient grasp of the NRF methodology. This fundamental misapprehension casts serious doubt on the validity of his entire assessment.

Callaghan’s contention that the NRF’s rating methodology is discriminatory also calls for scrutiny, as we must distinguish between discrimination and unfair discrimination. The sports scoreboard discriminates between the winner and the loser. The editor discriminates between the manuscript that will be published and the one that will not be published. The Nobel Prize committee discriminates between the recipient of the Nobel Prize and the nominees who do not win it. The football referee has power to decide on a penalty or not. The editor has power to decide on the suitability of a manuscript. The Nobel Prize committee has power to decide who receives the Nobel Prize. ‘Discrimination’, power and the associated hierarchies of distinction are facts of life. Why should academia be any different? Forms of ‘discrimination’ will thus be true of any rating system, regardless of the methodology used.

Callaghan’s specific claim that the NRF rating methodology unfairly discriminates against non-white researchers (for which he offers no supporting evidence) is contradicted by the fact that 52% of scientific papers published in 2013/2014 were published by non-white authors (the figure today may be even higher).

His contention that the NRF methodology discriminates against those who are unable to form ‘personal relationships’ borders on the laughable. The rating methodology does not require any applicant to have a ‘relationship’ with any nominated reviewer. There is no requirement of social skills – it only requires applicants to nominate experts who work in their field of endeavour and who are knowledgeable enough to judge the quality and impact of their research. It is not a matter of ‘having connections’.

The argument that the NRF methodology is ‘elitist’ calls for scrutiny. If scholars enter a system of evaluation, are subject to the same system of evaluation and do not end up being evaluated as equal, is that a sign of elitism? Do all athletes participating in the Olympic Games expect to make good on their desire to win? Do all football teams competing in the FIFA World Cup expect to share the trophy? Do all students expect to receive the same marks for an examination? Is it elitist that a student receives a degree cum laude? Clearly not. Any sort of evaluation, by definition, implies differentiation; but does differentiation necessarily imply elitism? Callaghan’s argument that the differentiation induced by the NRF rating methodology is elitist is simply not credible.

Callaghan’s proposals and suggestions

Callaghan’s proposals and suggestions for an alternative rating mechanism are, by their very nature, contradictory. Whatever he proposes will still be flawed (his term) by the use of power, ‘discrimination’ between those who do better than others and the inevitable creation of hierarchies. Whatever the rating system in place, some applicants will do better than others. No matter what he suggests, his preferred system would be as susceptible to the same criticism as the current system. Furthermore, from a practical execution point of view, some of his suggestions are simply unworkable.

To suggest that the so-called bibliometrics (h-indices in particular) are more reliable and valid because he believes that they are more objective must be questioned. Ultimately, bibliometrics also rely on peer review and human judgement. For instance, it cannot be denied that some journal reviewers explicitly favour or reject certain methodologies. It is not uncommon to find reviewers who openly state that they will not recommend papers for publication that are based on, say, Bayesian statistics, or panel data or PLS analyses. Callaghan at least acknowledges the impact of ‘paradigm beliefs’; so, by implication, he acknowledges that perfect objectivity is not possible.

In any case, to get the ‘wide stakeholder consensus’ among scholars that he calls for in the Management Sciences on the ideal parameters seems implausible. Questions proliferate: Under whose auspices would this ‘wide stakeholder consensus’ be sought? Who are the stakeholders? Who will represent the stakeholders? Which indices should be included in the assessment – all of them? Should different weights be assigned to different h-indices? Should the same combination of h-indices be used for all sub-disciplines? Any attempt to introduce bibliometrics as the basis for an alternative rating system would falter and become bogged down during the first roundtable meeting, not to mention reaching consensus across disciplines. So the ‘wide stakeholder consensus’ he suggests is but a pipe dream. Another problem with the bibliometrics suggestion is that a sizable h-index is built up over many years. Its use will thus favour older, well-established researchers and prejudice the younger, emerging researchers on whose behalf Callaghan claims he speaks. Having said that, there is nothing in the current NRF methodology that prevents applicants from including their h-indices in an application.

Callaghan’s blanket assumption that the volume of citations provides an indication of a scholar’s impact on a research domain is based on the supposition that the impact was necessarily ‘positive’ and that this scholarship has always made a significant contribution to the chosen domain. This is simply not true. The work of many scholars is cited for ‘negative’ reasons: methodologies that are flawed, results that are questionable, interpretations that are poor or not justified, and the like. In other words, some authors are widely cited because their scholarship is dubious; so they rise in the citation indices for the wrong reasons.

The idea that the review process of a scholarly journal is superior to the NRF methodology because it is ‘objective’ or ‘unbiased’ because it is anonymous is also not beyond reproach. In a small academic community such as ours in South Africa, and with very few journals in which to publish, complete anonymity cannot be guaranteed. Some authors, research units and departments specialise in certain academic domains and have developed a market reputation for their specialisation. Some universities and research institutions may have specialised facilities no other institution has and only they can publish papers on particular topics. A quick Google search is not the exclusive domain of NRF reviewers. Concealing such associations may be impossible under every circumstance.

Furthermore, it is not uncommon even for international journals to ask authors to nominate potential reviewers for their papers, which also produces a degree of subjectivity bias or collegial patronage. So for Callaghan to argue that subjectivity bias is exclusive to the NRF rating methodology is simply not valid.

Callaghan contends that ‘harm’ has been done by the NRF methodology without explaining what that ‘harm’ involved or who was harmed. More importantly, he provides no evidence whatsoever of the ‘harm’ caused. In the absence of any scientific evidence being provided, one must assume that the criticism is no more than his own unsubstantiated opinion.

Are bibliometrics what they are cracked up to be?

The use of bibliometrics to evaluate the research impact of individual researchers and as performance indicators of research institutions is not without its critics. Hicks et al. believe that the use of research metrics has become too widespread to ignore its negative consequences. This criticism can be divided into two broad categories. Firstly is that, by using bibliometrics, scholars cede their right to peer review to data, and more particularly to the data of private sector vendors who do not have the capabilities to use it appropriately. In the words of Laloué and Mosses: ‘...the implementation often seems to arise from a loss of critical and rational mind’.

From a methodological point of view, Weingart, in assessing the introduction of bibliometrics in the UK to assess the research performance of research institutions, concluded: ‘Bibliometric measures, although quantitative and therefore seemingly objective, appeared to be theoretically unfounded, empirically crude, and dependent on data that were known to be imprecise.’ The Web of Science database, on which many evaluations have been based, was not initially constructed as a data source for
research performance evaluation but ‘...as a literature databank designed to identify uses of knowledge and networks of researchers...’.

Since the commercialisation of the Web of Science database, the previous costly measures to clean the data have been stopped, leading Weingart to caution against ‘...the uncritical embrace of bibliometric measures’.

Callaghan’s argument that chasing a favourable NRF rating (he refers to ‘gaming’ – that is, ‘research is conducted for the express purpose of meeting the goals of a system’) leads to the publication of poor research that is hardly read by anyone does not consider that the same reactive behaviour may be produced by bibliometrics. Referring to impact factors, Lawrence points out: ‘It has evolved to become an end in itself – the driving force for scientists to improve their reputation...’.

The validity of bibliometrics such as h-indices depends heavily on capturing the correct data, cleaning the data, skilled employees who prepare the data, proper data-processing and proper categorisation. The use of h-indices has been found wanting on these criteria by several authors. For instance, bibliometrics have been criticised for data processing errors, that they collect data from only certain journals, that they ignore research published in books and that no distinction is drawn between the credit received by the author of a sole-authored paper and the tenth author on a multi-authored paper.

Ironically, a further criticism made by Weingart of the validity of bibliometric measures is the problem of the accurate categorisation of the collected data: ‘In particular, interdisciplinary fields present a problem to proper categorization’. Clearly, poor delineation between disciplines leads to mistakes in citation counts.

It is clear that, in the eyes of many, the relationship between bibliometrics indices such as an h-index on the one hand, and research quality on the other hand, is tenuous to say the very least, and even unscientific. More specifically, such indices are clearly not the ‘strictly objective evaluation’ Callaghan seems to believe they are.

Multidisciplinary and transdisciplinary research

Callaghan argues that NRF rating applicants who are involved in multidisciplinary and/or transdisciplinary applications, an applicant has several options. One is to clearly position the application by focusing on the areas in which the applicant believes the most significant impact was evident. The application form has a field where the candidate can indicate whether the research is of a multidisciplinary nature, and can identify the focus of the research during the last 8 years. The second consideration is to choose the reviewers carefully to ensure that enough expertise is available among them to encompass the ambit of the researcher’s research.

Callaghan tries to make the point that researchers who have ‘changed trajectory’ during a later phase of their research careers are prejudiced against by the current methodology. Again, no evidence is provided to support the contention. In the case of multidisciplinary and/or transdisciplinary applications, an applicant has several options. One is to clearly position the application by focusing on the areas in which one considers that the review period is the last 8 years. The narrative section of the application form should be used to point out this change of direction to the reviewers, and what impact it has had on their research portfolio. Again, the work is reviewed by peers for its significance and impact, and not for the volume of output, as is commonly believed.

In any event, the narrative part of the rating application form offers ample opportunity for the applicant to explain the potential uniqueness of the research to reviewers.

Also disputable is Callaghan’s contention that multidisciplinary research is of little value and is hardly read, while multidisciplinary and transdisciplinary work is more valuable in the service of solving real-world problems. This is obviously a heresy.

Callaghan’s contention that ‘this rating system [is] acting as a catalyst to create a culture of competition which differentiates “winners” and “losers”’ (p. 2) is somewhat misleading. Although the names of those who receive a rating are published on the NRF website, only the broad rating category (e.g. B) appears on the NRF website.

It is not clear how the names of those whose rating applications were unsuccessful are publicly identified.

A more balanced assessment of the NRF rating methodology

Without question, the outcomes of the NRF rating methodology are based on the perceptions, attitudes and subsequent judgements of the people involved: the Specialist Committee, the Assessor and the Chairperson. These evaluators are involved in every single rating decision. The same applies to the Appeal Committee, which handles disputes and appeals.

The NRF methodology is:

• not anonymous – it is based on past research output
• voluntary
• a peer-review process
• qualitative and subjective in nature
• as valid a measure of any researcher’s peer-reviewed assessment of past research output as is humanly possible

Neither the developers nor the NRF has ever tried to pretend that it is anything else.

Its purpose is to evaluate the significance and impact of a scholar’s sustained work over an extended period of time. Unlike a single paper, it evaluates the quality and impact of a ‘body’ of output and its significance. And, unfortunately, it is impossible to evaluate past (published) work without identifying the author. As Tijsen et al. point out, excellence is by definition a matter of the ex ante assessment or the ex post evaluation of research performance.

If universities use the NRF rating as a measure of research progress and the recognition of academic standing across disciplines, it means that the system is accepted as reasonably reliable and valid. Fedderke’s empirical results confirm the validity of the NRF rating methodology by stating: ‘Scholars with higher NRF ratings record higher performance on average against the objective measures of absolute output and the impact of their research, than scholars at lower rating’.

Callaghan’s assessment of the NRF methodology is insistently negative. A more balanced assessment would have uncovered some positives as well. Against this background, one must note that the per capita output at South African universities has increased from 0.51 in 2006 to 0.88 in 2015. If one argues that the NRF rating system and its associated incentives have played a significant role in this substantial improvement. The number of research publications produced by South African universities has grown from 5540 in 1994 to 15 542 in 2014 – a threefold increase in a decade (information supplied by the Department of Higher Education and Training).

Again, I argue that the NRF rating system and its associated incentives have played a significant role in this substantial improvement.

Callaghan’s own interaction with the NRF

To reach a balanced assessment of Callaghan’s criticism of the NRF rating methodology, his readers would need to know whether he himself has applied for a rating, given his strong views of how flawed the system is. If he has applied, one would reasonably like to know why he applied, given his abhorrence of an unfair, discriminatory system that does no good and only causes harm.

If he did not apply, presumably for the reasons cited in his paper, this would add credibility to his critique. Either way, for someone who claims the moral high ground by ‘having the courage to speak to power’, he ought to have declared his own interaction (or otherwise) with the NRF rating methodology to all readers of his paper. This information is essential in helping readers to judge Callaghan’s contribution to the debate on the validity of the NRF rating system.
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In summary

Callaghan challenges the validity of the NRF rating methodology, but his own criticism lacks the validity he calls for as a result of his poor understanding of the entire rating process. A more thoughtful analysis of the rating methodology would have acknowledged its purpose and raison d’être, and would have revealed the considered checks-and-balances that are in place to minimise – and even avoid – the subjectivity bias to which Callaghan attributes it.

His ‘analysis’ is flawed because of his poor understanding of the process; he makes sweeping statements (about harm done, subjectivity, gamification, research that is not read, unfair discrimination) without offering any evidence to support these claims.

His recommendations, which suggest that the volume of citations and the peer reviews of journals will lead to bibliometric indices that are unbiased, valid measures of researchers’ impact on a research domain, are not without their own limitations. Furthermore, his recommendations will not overcome his own criticism of elitism, the supposed favouring of the ‘Ivy League’ universities and his view that the process leads to unfair discrimination.

Callaghan contradicts himself by suggesting an alternative rating system. He advocates alternative, better measures and procedures to ‘rate’ researchers; but any methodology is ‘elitist’ by definition, and leads to a hierarchy founded on forms of differentiation. If his suggestions were to be implemented, the productive ‘elites’ would simply get to the top via a different route. What he regards as undue power will simply shift from 12 NRF-commissioned evaluators to (usually) two reviewers and an editor and finally to the questionable database of a commercial vendor. The evaluative hierarchy would not disappear: it might even be constrained and consolidated into an even tighter cluster of authority.

If one argues that fair discrimination between different levels of academic performance is unacceptable, then the evaluative judgement of scholarly performance is, by its very nature, the unethical use of ‘power’, and that the resultant hierarchies are unacceptable (because we should all be equal), then Callaghan’s proposals and suggestions are not the answer. In fact, there is clearly only one answer. Extending Callaghan’s arguments on elitism, power (ab)use and hierarchies, any method or form of ‘rating’ would be immoral.

I want to argue that the NRF rating system has been a huge success. It has been widely accepted by the academic community. The number of applications received by the NRF since 1984 is 6744; currently 3889 researchers hold a valid rating, of whom 196 are rated researchers in the domains of economics, management, accountancy and public administration (information supplied by the NRF). From anecdotal evidence – and I want to encourage all scholars, especially young academics and researchers, to take up the challenge rather than to wallow in a pit of complaining and blaming others for ‘injustices’.

Future debate

Callaghan calls for ‘further research and discussions’ on this topic. Some of his criticism of the NRF methodology clearly raises a number of further questions:

1. Can a voluntary system violate academic freedom?
2. Can only multidisciplinary and transdisciplinary research be to the benefit of societal stakeholders?
3. Is monodisciplinary research by definition inferior, leading to ‘wasteful publications’?
4. Why are journal reviewers ‘knowledgeable peers’ but NRF reviewers are not?
5. Will bibliometrics demonstrate the benefit of research to societal research?

Addressing these contentious arguments in Callaghan’s review could form the basis for future debate.
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Review of innovations in the South African collection industry

The objective of this review was to provide an overview of new developments and innovations within the collections industry that could possibly enhance the performance of collection agencies, specifically in South Africa. A literature study was conducted to determine current practices in the collections industry, as well as possible future innovations. A significant trend identified throughout the literature study was the increasing prioritisation of automated digital communication in several aspects of debt collection. It is reasonable to assume that this trend will continue to become the industry standard. Four recommendations are made based on the findings of the literature study. Firstly, South African collection agencies should investigate the feasibility of developing an app-based solution to performing collections. Secondly, collection agencies should supplement traditional modelling techniques with other tools, such as those developed in the field of machine learning. Thirdly, collection agencies could consider using speech analytics to obtain insights into call centre agents’ performance and adherence to business rules. Lastly, the usage of social media data in collections as well as credit risk modelling in general is recommended as a topic for future study.

Significance:
- A review of the various techniques currently employed in the field of debt collections may serve as useful reference for both academics and those working in debt collections.
- Recommendations are provided to assist businesses in aligning the operational models of their debt collection units to industry best practice.
- Topics for future research in this crucial sector of the economy, which brings together such fields as risk governance, predictive modelling, human psychology, debt management, legal compliance and business analysis, are provided.

Introduction

Collections agencies normally act as external debt collecting agencies for a diverse selection of institutions that may, during the normal course of their operations, encounter defaulters. These defaulters have breached their legal requirements and failed to fully repay the debt extended to them. This scenario may have several adverse effects on the company – the two most direct being a financial loss and the opportunity cost of the capital extended to the debtor. Debt collection is the process of trying to minimise these losses by recouping some of the debt. Companies may choose to make use of internal or external debt collection strategies, or a combination of the two. It is usual that external debt collectors receive those debtors who have proven unresponsive to internal collection efforts. Debtors referred to external collectors usually differ significantly in their repayment characteristics from those who respond to internal efforts. It has been shown that the difference can be as extreme as 10% non-payers for internal collections versus 83% for external collections, and 30% full repayments versus 0.7%, respectively. Thus, with such a low probability of collecting on outstanding debt, it is critical that the collections process be as efficient as possible for external debt collectors to operate profitably.

As the purpose of this paper was to explore current best practices and possible future developments in the collections industry, as per the academic and business literature, the main research topics addressed are:
- traditional and innovative methods of creating debt collections queues;
- innovative strategies employed by leading debt collections agencies to optimise their operational profitability;
- methods for assessing and comparing the performance of different collections strategies;
- data sources not currently used by collections agencies in South Africa, which might have significant predictive power; and
- machine-learning techniques capable of modelling and improving the collections process.

We aimed to provide South African collection agencies with innovative thinking and strategies. From a brief review of the collection process, we identified four areas that became the focus of our research: (1) innovative uses of data sources in collections; (2) innovative uses of machine learning (and other statistical modelling techniques) in collections; (3) innovative ways to enhance collection strategies; and (4) innovative ways to evaluate collection strategies.

The collection process

The collections process is described briefly. Debtors purchase products or services on credit. Those who default on their repayment and are not collected on by internal collections are amalgamated into debtor lists. These lists are then provided to collection agencies which combine the information contained therein with additional data.
sources to create collections queues. Collections agents are assigned to these queues with the aim of recovering as much of the debt as possible. Collection agencies typically levy a commission on the recovered debt and pay over the remainder to their clients.

The collection process is demonstrated visually in Figure 1. Our research will focus on the four main operational phases in this collection process.

**Figure 1:** Operational phases of a debt collections agency.

**Phase 1: Receiving debtor list**

The first of these, receiving the debtor lists, is not elaborated upon specifically, but research pertaining to the other phases was conducted.

**Phase 2: Collecting and aggregating information**

This critical operational phase pertains to the collection and aggregation of information on those individuals on the debtor list. Several data sources can be used during this phase. Traditional data sources include data from the clients and credit bureaus. Additional data sources are summarised below.

**Phase 3: Analysing debtors and creating collection queues**

This phase involves the analysis of debtors and then creation of collection queues. Based on a specific collection strategy, a call agent can be assigned to a specific group of debtors, that is, a queue. This queue may also include a prioritisation of debtors. In this phase, the data collected during the previous stage are used as inputs to a chosen model. Typically this model should return scores of individual debtors. This score should, at a minimum, provide a collection agency with estimates of the likelihood of obtaining a promise-to-pay, the conversion thereof to recovery-rate and expected amount collected, the likelihood of zero payment as well as expected collections cost and the expected collections period. It is important to note that the above aspects may be modelled separately or jointly, and that several different models can be used, and each has its own respective strengths and weaknesses. Consequently, traditional methods can be complemented by techniques from other fields such as machine learning. The collection queues are then created using the scores as generated by the model. Logically, higher scores should be associated with better repayment behaviour and thus higher operational profit.

**Phase 4: Collections practices at the operational level**

During this phase, the output from the previous phase is used to assign collection queues to agents, who attempt to recover as much of the debt as possible. The collections strategy becomes effective during this phase, as it determines the communications method used and provides guidelines for agent interaction with debtors. A holistic collections strategy might also contain recommendations regarding write-off of debtors, as well as the method whereby agents are assigned to queues.

**Phase 5: Evaluating collections strategies and queue building models**

This phase occurs concurrently with all the other phases and involves the monitoring of each phase whilst identifying possible irregularities and inefficient strategies. The performance of strategies and models should be assessed regularly and corrective measures taken as and when necessary. Collecting data on strategy performance will allow management to make data-driven business decisions and optimise operational efficiency on many fronts. It is critical that the evaluation methods be established up front and be applied consistently.

As our aim was to identify emerging practices, our research was not restricted specifically to the collections industry. Several possible new strategies and ideas emerged in the broader financial sector. It is reasonable to assume that companies might also be hesitant to publish extensive technical details pertaining to their internal systems, as considerable resources are spent developing these systems and companies will want to protect their investments. Business and academic publications were used, as they tend to have different focuses: academic publications contain more theoretical and technical details whilst business publications focus on operational implementations and business results. Case studies were preferred to highly theoretical publications as these address ‘real-life’ scenarios and report proven results. Note also that these case studies – specifically those from vendors – are perhaps less reliable, as they are not subject to peer review and exist primarily to serve as marketing tools; the results reported can reasonably be assumed to be biased and selectively chosen to reflect positively on the respective business.

In each of these four operational phases, specific research topics were identified as shown in Table 1. The rest of the paper will be presented around the research topics listed in Table 1.

<table>
<thead>
<tr>
<th>Operational phase</th>
<th>Research topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase 2: Collecting and aggregating information</td>
<td>Innovative uses of data sources in collections</td>
</tr>
<tr>
<td>Phase 3: Analysing debtors and creating collection queues</td>
<td>Innovative uses of machine learning (and other statistical modelling techniques) in collections</td>
</tr>
<tr>
<td>Phase 4: Collections practices at the operational level</td>
<td>Innovative ways to enhance collection strategies</td>
</tr>
<tr>
<td>Phase 5: Evaluating collections strategies and queue building models</td>
<td>Innovative ways of evaluating collection strategies (in such a way that comparison between different strategies can be objectively made)</td>
</tr>
</tbody>
</table>

**Innovative uses of data sources in collections**

During the research process, several different data sources were identified that could be used in the collections industry. The main data sources identified are listed in Table 2. It is important to consider that not all these data might have significant predictive power, and it is recommended that the predictive power be investigated before inclusion in the queue-building models to prevent unnecessary inflation of the data’s dimensionality. The usability of these data in terms of current legislation should also be considered – there are rich sources of data which are precluded from use in collections strategies in terms of existing legislation.
Social media data vendors, like Datasift and GNIP, provide services such as aggregating data across multiple social platforms (Facebook, LinkedIn, Twitter, etc.). Communication with Datasift suggests that privacy laws restrict the use of individuals’ data. Only publicly available data may be used under these laws and the ethical implications thereof should be considered. Datasift offers the provision of data starting at costs of USD15 000 per month. GNIP, a daughter company of Twitter, provides packages of one million tweets, with prices starting at USD1250. A possible application is to link a collections strategy to debtor interaction with social media, i.e. the debtors might be more receptive after interaction with agent correspondence.

Step-by-step guides5 have been published which describe methods to search and extract the social media data based on the criteria specified by individuals on popular social networks like LinkedIn, Facebook, and Twitter. Ultimately, the goal is still to link customer behaviour with propensity to pay and selection of collections strategy.1 Web structure mining, web content mining and web usage mining are three methods discussed in Potharst2 to extract data from any site in general.

Table 2: Innovative uses of data sources in collections

<table>
<thead>
<tr>
<th>Data source</th>
<th>Possible application in collections</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social media data</td>
<td>Not used extensively in South Africa yet, but many case studies in the USA have shown possible extensions of standard models to include these data in collections2</td>
</tr>
<tr>
<td>Geo-location data</td>
<td>Can be used to identify areas with significant numbers of debtors; to identify possible relationships between location and repayment behaviour; and to identify which areas are connecting with a specific collection agency’s social media footprint</td>
</tr>
<tr>
<td>Device data</td>
<td>A collections strategy could be linked to device used, i.e. those who prefer mobile devices might be more responsive to telephonic or phone text communication, whilst desktop users might prefer email correspondence</td>
</tr>
<tr>
<td>Data brokers</td>
<td>Many case studies in the USA2 have shown possible extensions of standard models to include the extensive types of data that data brokers can provide into predictive modelling (e.g. collections)</td>
</tr>
</tbody>
</table>

Another innovative use of data in collections is the utilisation of geo-location data (inferred from cell or mobile phone data, or from Facebook etc.). Possible applications of geo-location analysis to collection agencies include: identifying areas with significant numbers of debtors; identifying possible relationships between location and repayment behaviour; and identifying which areas align with a specific collection agency’s social media footprint.

The possible use of device data should also be investigated as inputs to the queue-building models. A collections strategy could be linked to preferred device, i.e. those who prefer mobile devices might be more responsive to app-based communication whilst desktop users might prefer more traditional methods such as email – although this is rapidly changing as emails are equally accessible on modern mobile devices. Another possible application of social media data and device data, is to investigate the relationship between the time of day when communication occurs and likelihood of obtaining a promise-to-pay.

Data brokers, also known as data aggregators, collect data on individuals from several domains. A comprehensive overview of data brokers was compiled by Clearinghouse6, and includes the following major data brokers based in the USA: Axiom, Corelogic, Datalogix, eBureau, ID Analytics, Intellis, PeekYou, Rapleaf and Recorded Future. Similar companies operating in South Africa are Background Check International, Dracore and Blue Label Data Solution. Table 3 gives an overview of data provided by data brokers as well as the possible application to debt collection. Table 3 also includes some examples of the data in each data domain. The use of data brokers is already an existing practice in South African collection agencies (with compliance being an integral consideration), but the use of some data categories, specifically online behavioural data, is limited or undocumented. Many case studies in the USA have shown possible extensions of standard models to include this type of data, e.g. an overview of data-mining techniques applied to analysis of social media data is provided by Injadat al.7

In sum, collection agencies could investigate augmenting their existing data with additional data sources, which include social media data and other online behaviour, geo-location data, device data, and data provided by data brokers. These data sources can be used to augment the scoring of debtors and the determination of appropriate collections strategies.

Innovative uses of machine learning in collections

Scorecards, such as those used for credit card applications, have traditionally employed the statistical method known as logistic regression. An introduction to the methodology commonly used during scorecard building is provided by Siddiqi. Scorecards have some similarity to collection queues as both involve estimates of an individual’s ability to pay. Logistic regression does, however, have very specific weaknesses (e.g. assumption of linear relationship between the logit of the target variable and other explanatory variables).

Machine-learning techniques are frequently used to overcome the limitations of logistic regression. Challenger models, based on machine-learning techniques, might outperform traditional techniques when the assumptions of those traditional techniques are not appropriate.

Currently, most collection agencies in South Africa use either expert knowledge or logistic regression or a combination to model collection aspects. For example, in an industry directed research project that was done for MBD in 2007, a collections scoring model was developed using logistic regression.8 Another industry directed research project that was done for Absa Bank in 2012 also used logistic regression to develop a collection scorecard.9 An additional example is a project done for Shapiro Shaik Defries & Associates in 2017 which also revealed (via the personal observation of A.B.) that his perception exists in South Africa.

The same observation was made by DMC Debt Management (Myburgh S, 2018, email communication, February 1), that is, that most of the collection agencies in South Africa use either expert knowledge or logistic regression (or a combination). The field of machine learning has seen a significant growth in industry interest over the past years.2 Machine-learning techniques are applied to social media data in the literature and it is reported that the unstructured nature of the data, as well as some applications which require unsupervised learning, were significant contributors to the choice of using machine learning.2 The most frequently employed techniques were support vector machines, classification trees and Bayesian networks. An important result to note here is that no single machine-learning technique will consistently outperform all others on all tasks. A summary of innovative uses of machine learning and other statistical modelling techniques is provided in Table 4.

It has been argued20 that the use of machine learning has many possible advantages for debt collectors. Several considerations when building collection queues are raised by Davey24 which could be easily solved by using machine-learning techniques. For example, a typical trend experienced by collectors is that debtors increasingly prefer to repay their debt over long periods of time rather than once-off or over short periods. Such a repayment structure requires the modelling of payment streams, in both amounts and timing. Consequently, the models used to score debtors need to take the collections period into account, as it is a significant factor affecting operational profitability (increased costs and time value of money). One of the abilities of machine-learning techniques is to find deep patterns in the data, which humans cannot reasonably be expected to identify. A critical point raised is the need to recalculate debtors’ scores as regularly as possible24, as new data might become available which are not accounted for by older scores. Real-world results reported by Davey24 for companies using First Data’s PREDIGY® which is based on machine-learning techniques include a financial institution which reduced their losses on delinquent accounts by USD0.1 million and a management agency which increased their collection agents’ performance by 18%. Note that these specific results do not convey any details on the specific machine-learning technique used, but generally refer to it as ‘strategic predictive analytics’.
Table 3: Overview of data provided by data brokers

<table>
<thead>
<tr>
<th>Data domain</th>
<th>Application to debt collection</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitive identity data</td>
<td>Possible, but ethical and legal implications</td>
<td>Social security number&lt;br&gt;Driver’s licence number&lt;br&gt;Birth date&lt;br&gt;Birth dates of children in household&lt;br&gt;Birth dates of family members in household</td>
</tr>
<tr>
<td>Identifying data</td>
<td>Currently used in collections</td>
<td>Name&lt;br&gt;Previously used names&lt;br&gt;Address&lt;br&gt;Address history&lt;br&gt;Longitude and latitude&lt;br&gt;Phone numbers&lt;br&gt;Email address</td>
</tr>
<tr>
<td>Social media and technology data</td>
<td>Still a developing field and not used extensively in South Africa yet, but many case studies in the USA have shown possible extensions of standard models to include these data</td>
<td>Electronics purchases&lt;br&gt;Friend connections&lt;br&gt;Internet connection type&lt;br&gt;Internet provider&lt;br&gt;Level of usage&lt;br&gt;Heavy Facebook user&lt;br&gt;Heavy Twitter user (Twitter user with 250 + friends)&lt;br&gt;Is a member of over five social networks&lt;br&gt;Online influence estimation&lt;br&gt;Operating system&lt;br&gt;Software purchases&lt;br&gt;Type of media posted (text, video, multimedia, etc.)&lt;br&gt;Uploaded pictures&lt;br&gt;Use of long-distance calling services&lt;br&gt;Desktop computer access&lt;br&gt;Use of mobile devices&lt;br&gt;Social media and Internet accounts</td>
</tr>
<tr>
<td>Demographic data</td>
<td>Can be used as input to behavioural analytics models or be used to determine communications strategy</td>
<td>Gender&lt;br&gt;Age&lt;br&gt;Marital status</td>
</tr>
<tr>
<td>Court and public record data</td>
<td>Can be used as input to behavioural analytics models</td>
<td>Court orders&lt;br&gt;Planned court appearances&lt;br&gt;Criminal record</td>
</tr>
<tr>
<td>General interest data</td>
<td>Behavioural analytics and debtor profiling</td>
<td>Online activity&lt;br&gt;Community participation</td>
</tr>
<tr>
<td>Financial data</td>
<td>Determine ability to pay</td>
<td>Employment status&lt;br&gt;Length of current employment&lt;br&gt;Income</td>
</tr>
<tr>
<td>Vehicle data</td>
<td>No case studies were found which utilised these data, but abstract underlying patterns might exist which could be used as part of the models</td>
<td>Vehicle ownership, including number and type of vehicles&lt;br&gt;Purchase of new or second-hand vehicles</td>
</tr>
<tr>
<td>Travel data</td>
<td>Not used in collections currently, but applications should be investigated (e.g. perhaps people who travel extensively should rather be contacted via phone text/email and not via telephone calls)</td>
<td>Holiday club membership&lt;br&gt;Airline loyalty member</td>
</tr>
<tr>
<td>Purchase behaviour data</td>
<td>Models to predict wallet prioritisation and models to profile debtors</td>
<td>Month-to-month variance in expenditure&lt;br&gt;Fixed expenditure&lt;br&gt;Blacklist status</td>
</tr>
<tr>
<td>Health data</td>
<td>Might determine ability to pay (fitness for work) and wallet prioritisation (e.g. medical bills)</td>
<td>Medical aid membership&lt;br&gt;Age&lt;br&gt;Parental status</td>
</tr>
</tbody>
</table>
Memory-based reasoning was used in collections. Collections were modelled with a multivariate regression model. Bayesian networks were used. Self-organising maps combined with Cox-proportional hazard models were used to model repayment patterns.

Artificial neural networks were used to assess payment probability of customers, and were used for classifying social media data. Support vector machines were used to assess payment probability of customers, and were used for classifying social media data. Text mining and speech analytics were used to assess future viability of collections. Classification trees were used to assess payment probability of customers, and for classifying social media data. Random forests were used to assess the payment probability of customers. Self-organising maps combined with Cox-proportional hazard models were used to model repayment patterns of credit card debt.

Multivariate kernel regression was used to predict the probability of repayment. Memory-based reasoning was used in collections. Recency, frequency and monetary (RFM) analysis was used to assess payment probability of customers. Multivariate kernel regression has also been used to predict collections.

Collection agencies can investigate applications of RFM analysis to their collections. Recency might be ‘How long ago was the last repayment?’ Frequency might be ‘How frequently does the debtor repay?’ Monetary value might be ‘Average repayment amount or proportion of debt repaid per repayment’. RFM analysis can then be used to segment debtors and obtain a better understanding of the factors influencing repayment behaviour, as well as as an input to a queue-building model.

Innovative uses of machine learning and other statistical modelling techniques in collections

<table>
<thead>
<tr>
<th>Machine learning / statistical modelling technique</th>
<th>Case study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artificial neural network</td>
<td>Artificial neural networks were used to assess payment probability of customers, and were used for classifying social media data.</td>
</tr>
<tr>
<td>Bayesian network</td>
<td>Bayesian networks were used in the field of social media data.</td>
</tr>
<tr>
<td>Markov chain</td>
<td>Markov chains were used for a ‘payment sequence model’ which can be used to model repayment behaviour. A Markov decision process was also applied to improve the collections of the New York State Department of Tax and Finance.</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>Support vector machines were used to assess payment probability of customers, and were used for classifying social media data.</td>
</tr>
<tr>
<td>Text mining and speech analytics</td>
<td>The usage of text mining by collections agencies to assess future viability of collections is noted by De Almeida Filho et al. The possibility of using speech analytics to assess the vast quantity of data generated by call centres which could not be feasibly done by human labour has been discussed by Ullrich et al.</td>
</tr>
<tr>
<td>Classification tree</td>
<td>Classification trees were used to assess payment probability of customers, and for classifying social media data.</td>
</tr>
<tr>
<td>Random forest</td>
<td>Random forests were used to assess the payment probability of customers.</td>
</tr>
<tr>
<td>Self-organising map</td>
<td>Self-organising maps combined with Cox-proportional hazard models were used to model repayment patterns of credit card debt.</td>
</tr>
<tr>
<td>Multivariate kernel regression</td>
<td>Multivariate kernel regression was used to predict the probability of repayment.</td>
</tr>
<tr>
<td>Memory-based reasoning</td>
<td>Memory-based reasoning was used in collections.</td>
</tr>
<tr>
<td>Recency, frequency and monetary (RFM) analysis</td>
<td>Collection agencies can investigate applications of RFM analysis to their collections. Recency might be ‘How long ago was the last repayment?’ Frequency might be ‘How frequently does the debtor repay?’ Monetary value might be ‘Average repayment amount or proportion of debt repaid per repayment’. RFM analysis can then be used to segment debtors and obtain a better understanding of the factors influencing repayment behaviour, as well as as an input to a queue-building model.</td>
</tr>
<tr>
<td>Multivariate regression</td>
<td>Collections were modelled with a multivariate regression model.</td>
</tr>
</tbody>
</table>

Additional studies used machine learning and other statistical techniques to increase debt collection. It might be of interest to collection companies to know which variables are typically used. Examples of the variables include financial ratios (e.g. age of account, size of account, size of repayment, liquidity of debtor); qualitative factors (e.g. account’s business nature, market outlook); and behavioural factors (e.g. account transactions, balances, wallet priority).

In many cases it might be possible to quantify the monetary implication of a superior model. One such example is an interesting case study in which three machine-learning techniques (artificial neural networks, classification trees and memory-based reasoning) were compared with logistic regression. These techniques were applied to a list of debtors whom the firm had declined to collect on. Their results showed that approximately 35% of these accounts were classified by the best model as ‘good’, indicating that the firm had probably misclassified a significant proportion of ‘good debt’ as ‘bad debt’ in their records. The unrecovered debt associated with these misclassified accounts totalled USD423 000. In this case, the logistic regression outperformed these three machine-learning techniques.

As mentioned in Table 4, multivariate kernel regression has also been used to predict the probability of repayment and infer the strengths of the relationships between the predictor variables and the response. Some of the results included that homeowner status and self-employment status were not significant while bank account holding status was significant. The most interesting result of this study is that intuition might not necessarily be supported by the data. As an example, whilst it might be intuitive to assume that homeowners have better repayment behaviour than non-homeowners, this assumption was not supported in the analysed data. Therefore, it is strongly recommended that South African collection agencies evaluate the predictive performance of the data used to create collection queues and ensure that expert-based systems are also supported by data.

The specific case study referred to in Table 4 that used a multivariate regression included a thorough analysis of the variables that can predict collections. Data obtained from the German market, relating to more than 150 000 accounts from 78 creditors, were used to build a multivariate regression model. Again, it might be of interest for collection companies to know which variables were used, as a common challenge in modelling is identifying and acquiring appropriate input. In the German study, the main variables that played a role in predicting collections were: exposure at default; age of account (fewer collections on older accounts); previous experience in collections; macroeconomic factors (unemployment rate for country and GDP growth); legal nature of debtor (corporations tend to have better repayment than individuals); intensity of customer complaint (an increase in intensity associated with lower collection rate); repayment method (instalments versus once-off) and bankruptcy (collections on accounts by debtors formally in bankruptcy were significantly lower).

To summarise, we found that different modelling techniques have been successfully used in collections. Some of these techniques include artificial neural networks, support vector machines, classification trees, random forests, Markov chains, text mining, self-organising maps, multivariate kernel regression, ‘recency, frequency and monetary’ analysis, and multivariate regression models.

**Innovative ways to enhance collection strategies**

After analysing debtors and creating collection queues, the queues are assigned to agents who then communicate with debtors and attempt to collect as much as possible on the accounts in arrears. A summary of innovative ways to enhance collection strategies is provided in Table 5.
According to Melo, a representative of the analytics software company FICO, the collection strategies of the future will make use of digital, automated communication. Melo’s results showed that debtors prefer digital, automated interaction to agent-based interaction. Taking this result into consideration, and the fact that South African collection agencies typically perform the majority of their communication through call centres, for which personnel salaries account for up to 70% of collection costs, innovative ways to enhance call centres are required (and possible ways are provided in Table 5).

Innovative ways to enhance collection strategies include the use of machine learning, optimised scheduling, app-based solutions, avatars, interactive websites (online debt collection), real-life stories and ringless voicemail drops. When considering these developing trends, it is reasonable to assume that the collection strategies of the future will mostly utilise digital, automated communication.

The impact of automated communication on the call centre industry is recommended as a crucial research topic, as estimates of the number of people employed in call centres in South Africa range from 54 000 to 210 000. Studies in the Philippines, home of the world’s largest call centre industry, are already reporting reduced growth rates and increasing job complexity for call centre agents as artificial intelligence takes over simple jobs.

### Innovative ways of evaluating collection strategies

A collection strategy encompasses the communications strategy, write-off strategy, queue assignment and more. The integration of the collection strategy with debtor scores and, consequently, the dependence on the data sources and models used to generate these scores greatly increase the challenge in fair and practical evaluations. The importance of accurately assessing collection strategies can be summarised by the phrase ‘you can’t fix what you don’t know is broken’. Objective evaluation and comparison of multiple collection strategies is a common challenge faced in the collections industry. Such evaluation requires an assessment of the model’s performance and an unbiased comparison of the efficiency of multiple collection strategies. Causes of bias might include the application of different strategies to different debtor demographics or during periods of different macroeconomic circumstances.

There are two factors to consider when evaluating collection strategies. Firstly, before comparing the performance, it is important that macroeconomic factors be taken into account when the collection strategies under comparison are implemented at different times, as macroeconomic factors affect collections. Secondly, it is also crucial that the performance evaluation criteria for a strategy be specified in advance, before the strategy is implemented.

Some innovative ways to evaluate strategies are given next. The first innovative way to evaluate such strategies is the use of speech analytics software to analyse the large volume of telephonic conversations and associated data which are generated by call centres. Because it is impractical for managers to listen to every phone call, a digital solution capable of identifying the quality of a phone call is a practical alternative. Two companies which offer commercial products capable of speech analytics are Nexidia’s software analytics and CallMiner. We recommend that South African collection agencies investigate the usage of speech analytics to analyse debtor–agent interaction and identify key phrases associated with good and bad repayment behaviour. Different approaches to speech analytics are available. As significant research has been done in text analytics, the usage of speech-to-text software is proposed as a method to obtain the necessary data for analysing automated collection strategies. Secondly, a specific best practice when evaluating a collection strategy is the use of a champion–challenger strategy.

Based on the literature, it is clear that separate evaluation of the critical components mentioned earlier is possible, as described in Table 6.
Table 6: Methods for separate evaluation

<table>
<thead>
<tr>
<th>Methods for separate evaluation</th>
<th>Proposals and comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation of the predictive power of data through the use of variable selection techniques</td>
<td>Automatic variable selection techniques are not recommended – variable selection should include considerations of both predictive power and the cost of obtaining the relevant data and consequently expert interpretation is required. Note that this evaluation should form part of the ‘model development’ phase.</td>
</tr>
<tr>
<td>Evaluate model performance: ‘comparing apples with apples’</td>
<td>Apply ‘through-the-cycle’ versus ‘point-in-time’ model estimates to compensate for transitory macroeconomic conditions. Establish reference periods for comparing models, i.e. model comparison should be based on the same data.</td>
</tr>
<tr>
<td>Challenger models can be used to evaluate the accuracy of the current score-generating model</td>
<td>It is critical that these challenger models be developed on the same data sets. It is proposed that the existing collections strategy, specifically the method whereby agents are assigned to queues, and the communications strategy employed can be evaluated analogously to the champion–challenger methodology. The details are as follows: • Identify different segments in an existing collections portfolio. • Randomly divide each segment into two uneven populations (i.e. use an 80–20 split) and apply the current strategy to the large population and the challenger strategy to the small population. • Statistical inference can be used to evaluate whether the challenger strategy results in significant improvements over the current strategy.</td>
</tr>
<tr>
<td>Evaluating model accuracy through back-testing</td>
<td>The scores generated by the model should be reflective of the profit a debt collector can expect to make by targeting a specific debtor for collections. Back-testing, which is the practice of comparing model predictions to actual values, is a suitable technique for evaluating the model’s accuracy. Note that this back-testing should occur at both the portfolio level and debtor level, with consideration of the individual debt amounts. Similar to account-level vs segment-level evaluation and exposure weighted vs number weighted evaluation.</td>
</tr>
</tbody>
</table>

Recommendations for South African collection agencies

Innovative uses of data sources in collections

The following is a list of our recommendations with respect to data sources:

- Collection agencies should consider broadening their communications strategies to include social media and digital platforms (such as applications). User interaction with such platforms generates data, which could also be used to profile debtors.
- When debtors are business owners, web-mining techniques can be used to extract data directly from individual websites. Such cases, however, might be sparse, and consequently a cost-benefit analysis of such an undertaking is advised.
- We emphasise that the predictive power and legality of any data need to be carefully assessed before data are included in any model, especially data sources from data brokers who collect data from several different domains, such as corporate (employment history, qualifications, etc.) and civil (dependants, marital status, etc.) records.
- Several social media data vendors are active in the developed world, most notably in the USA and UK. These firms provide data streams of social media data, aggregated across multiple platforms and filtered to an extent. Communication with one of these firms revealed that privacy legislation might impede the usage of such data sources to profile individual debtors. Because of these restrictions, we cannot advocate for the use of social media data, as provided by these vendors, at the current stage. Social media data, as they are currently available, may only provide a general overview of debtor demographics and high-level segmentation (such as analysing debtor repayment behaviour for rural versus urban debtors).

A notable exception is mobile phone data: despite the prevalence of mobile phones, no studies could be found which utilised mobile phone data for collections. Despite this fact, we are of the opinion that South African collection agencies should investigate the use of mobile phone data in this context.

Innovative uses of machine learning in collections

The recommendations regarding debtor analysis and queue building are:

- As traditional techniques can be implemented relatively quickly and at low cost, it is recommended that these be used as a baseline.
- A critical examination of the validity of the assumptions underlying these models is advised. Should these assumptions be violated, remedial measures need to be taken. Should remedial measures not suffice, it is suggested that alternative techniques be investigated.
- When highly non-linear or abstract patterns exist in the data, machine-learning techniques such as artificial neural networks have been shown to outperform traditional techniques.
- No single modelling technique will outperform all others in all contexts: consequently, the usage of champion–challenger strategies is advised.
- Models can be built from the outputs of more than one technique; for example, a classification technique could be used to identify segments of similar debtors, thereafter a logistic regression model could be used to estimate individual debtors’ probability of payment. The collections strategy can then be aligned to the debtors’ segment, whilst an agent can be allocated according to the estimated probability of payment.
- Existing models should be used, not only for collections, but also for statistical inference so that data-driven understandings of operations can be obtained.
- Collection agencies should investigate offering longer pay-back periods to debtors, in conjunction with the agency’s clients.
Innovative ways to enhance collection strategies

The recommendations for collections practices at operational level are as follows:

- Mobile applications have grown in popularity, and studies have shown that an increasing number of consumers use these apps for business. Collections-specific applications already exist and have been well received by debtors; it is reported that these applications also improve collection rates and agent productivity. It is recommended that collection agencies investigate the development of a mobile application for usage by both debtors and agents, as it can provide an easily accessible, innovative and standardised platform for collections and communication.

- Studies have shown that the performance of call centres can be accurately assessed using speech analytics. It is recommended that a cost–benefit analysis be performed to evaluate whether existing software should be licenced for this purpose.

- The usage of avatars for communication purposes has been shown to be effective in reducing the stigma associated with bad debt, thus easing the communications process. It is advised that the usage of avatars for guiding debtors through the collections be investigated experimentally.

- Several different assignment strategies of agents to collections queues are possible, and recommendations in this regard are provided in the section titled ‘Innovative ways to enhance collection strategies’.

- Linear programming – a commonly used method in decision support – can be utilised to optimise agent scheduling for call centres.

- Collections strategies of the future will most probably pivot towards digital, automated communication.

Innovative ways to evaluate collection strategies

Our recommendations regarding performance strategies are:

- It is critical that the collections strategy (queue-building model, business rules, etc.) used at any specific time be well documented to allow for fair comparisons of the performance of different collections strategies.

- The metric used to assess the collections strategy’s performance – such as collections rate, collections period or collections cost – needs to be specified upfront.

- When assessing the performance of two different collections strategies, it is necessary to make sure that a valid comparison is made. For example, investigate the debtor profiles of the two different collection strategies. Also, the specific time period could be compared to determine a valid comparison (different macro-economic scenarios can make two strategies incompatible). Champion–challenger strategies are commonly used to evaluate and improve model performance.

The implementation of these recommendations will be critical to ensuring that South African collections agencies operate profitably, ethically and in line with international standards.

Conclusions

Research on cutting-edge innovations for collection agencies was summarised. Key phases of the collections cycle were identified, and critical aspects of those phases were researched to determine the latest developments. A comprehensive overview of the research findings was provided and theoretical studies, as well as practical applications through case studies, were included. The understanding of the literature and the collections industry in general was used to identify possible applications of these findings to South African collection agencies and recommendations were provided.

It is clear that the field of collections is a complex one, but several slight improvements in the various aspects of a collection agency’s operations can, in aggregate, produce significant improvements to the efficiency and profitability thereof. The collections strategies of the future will most likely mature into digital, automated interaction. The recommendations will most probably find their way into future best practices of the collections industry.

Recommendations for future research

We have identified the following topics as viable future research prospects:

- The development of an operation evaluation strategy, comprising methods for the evaluation of all relevant aspects affecting a collections agency’s performance, i.e. evaluation of data sources, score generating models, agent assignment strategies, communication methods, etc.

- The development of industry specific back-testing techniques.

- Investigation of the state of South African debt collections agencies with respect to the recommendations made in this paper.
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Expenditure on research and experimental development in the social sciences and humanities (SSH) in South Africa has almost doubled over the past decade. However, fine-grained analysis of patterns of R&D expenditure in SSH research fields over the period 2005/2006–2014/2015 reveals a number of critical issues for both institutional planning and national policymaking. We demonstrate that most SSH R&D expenditure in the 10-year reference period was targeted predominantly within just a few research fields: finance, economics, education, accounting and political science and public policy. By contrast, investment in SSH research fields such as architecture and habitat, media and communication studies, psychology, and transportation studies was strikingly low in the same period, with some research fields, such as dance or tourism, appearing to be at risk of decline. Using these R&D data as a proxy, we argue, principally, that institutional R&D planners and national policymakers need to find a greater balance between current priorities and future needs, if SSH R&D is to be ‘leveraged’ for larger socio-economic impacts, as is being envisaged in a new draft White Paper on Science, Technology and Innovation.

Significance:

• R&D expenditure in the social sciences and humanities between 2005 and 2014 was concentrated in just a few research fields, such as finance, economics and education. By contrast, R&D expenditure was comparatively low in research fields such as media and communication studies, technology management, architecture and habitat, and dance.

• In an era of rapid global technological change, but also deepening local societal challenges, South Africa’s national and institutional policymakers face strategic R&D choices. This article contributes to national debate about the status and perceived role(s) of the social sciences and humanities in this context.

Introduction

In countries across the income spectrum, investment in research and experimental development (R&D) is predominantly targeted within the natural and health sciences, engineering, agriculture, and technology fields. By contrast, investment in the social sciences and humanities (SSH) is typically a small fraction of gross domestic expenditure on R&D (GERD). This scenario is also true for South Africa: SSH expenditure as a percentage of total GERD reached about 20% in 2014. However, our understanding of where specifically investment within the SSH is being targeted is limited. To redress this gap, we reviewed data from South Africa’s annual R&D Survey to critically investigate three key questions: What are the notable patterns of R&D expenditure in the SSH over the period 2005–2014? Based on the evidence, what are the apparent drivers of R&D performance in SSH related fields in this period? In what ways might future national and institutional policy be geared toward the mission of advancing and coordinating SSH R&D in South Africa?

Policy context

The roots of the social sciences and humanities in South Africa can be traced through the colonial and apartheid periods, and are mirrored in the development and advancement of knowledge transfer and knowledge production through the first universities and government-funded research institutions. After the democratic transition in 1994, the national policy framework on science and technology recognised that the SSH would have a significant place in post-apartheid society. In particular, the 1996 White Paper argued that:

Human and social scientists play a vital role in providing critical analyses of national goals, choices about development policies and strategies, and other national issues pertaining to the transformation of South African society. Their involvement is crucial to a deeper understanding of social issues and to stimulating public debate that could lead to a reconsideration of chosen paths. Equally important to any society that seeks to be innovative in its response to the demands of global change is social research that identifies and explains global trends and their implications in political and economic life, communications and lifestyle changes. Research in the social sciences is therefore of fundamental importance, particularly at this point in our history. (p.12)

This passage is instructive because it contains three key normative assertions about how the SSH should be contributing to development in South Africa. They have a role as a source of critical analysis, deepening human understanding, and insight and explanation of social, political and economic phenomena. In a 2017 discussion document entitled ‘Towards the 2017 White Paper on Science, Technology and Innovation: Inclusive development through science and innovation’, there is an additional normative assertion about the SSH as extending beyond simply observation and commentary, to action: ‘Purposeful inclusion of the SSH will be prioritised, not only in the role of observer and commentator, but also in the conceptualisation, planning, and execution of innovation initiatives’ (p. 67; emphasis added). What this additional role points to is an active place for the SSH in a wider science, technology and innovation (STI) policy agenda; an agenda that is increasingly predicated on addressing
the continued key societal and economic challenges faced by the country – namely, poverty, inequality, unemployment and weak growth – through the promotion of innovation for inclusive development. While the contextual realities South Africa faced in 1996 have perhaps become more complex in 2017, as a result of rapid technological change, both the 1996 and the present policy outlooks express strong support for the place and value of the SSH in the country.

At ground level, debate about the status of the SSH in South Africa came to a head in 2011, with scholars and commentators disputing whether the SSH had fallen into crisis or not. At around the same time, the National Institute for the Humanities and Social Sciences was established in 2013 through the Higher Education Act (Act No. 101 of 1997). Perhaps less well known in this context is that the UK Department for International Development and the Global Development Network commissioned two separate country studies concerning the social sciences in relation to the South African research environment, on the one hand, and the political economy of the performance of social sciences research, on the other hand.

What has emerged from this heightened attention on the status of the SSH in South Africa in recent years is a particularly useful, if partial, body of critical analysis of different sources of evidence that is helping to develop a more robust picture of SSH research performance. These sources of evidence include not only bibliometric and enrolment data, but also institutional profiling, qualitative data from interviews with SSH scholars, and political economy analysis. In addition to this evidence and analysis, a critical review of R&D expenditure patterns in the SSH in South Africa over a meaningful period of time can help to enrich our understanding of the challenges and opportunities for the SSH going forward, particularly insofar as the allocation of financial resources to particular research fields is concerned as well as the socio-economic objectives to which R&D is directed. For institutional leaders, funders of R&D, as well as for government policymakers, the assessment documented in this article is aimed at supporting strategic planning processes and research agenda setting, as well as at contributing to the debate about the role of SSH in South Africa.

Methodology

Definitions

There are numerous classifications of what constitutes research and experimental development (R&D) within the social sciences and humanities. The definition of the social sciences and humanities used for this research was drawn from the terms of the research fields that are used in the collection of data in the South African National Survey on Research and Experimental Development (hereafter R&D Survey). These research fields are given in Table 1.

R&D performance is defined in this article as R&D performed within five sectors in the R&D Survey: business, government, higher education, not-for-profit organisations, and science councils (Table 2). Within the R&D Survey, performance reflects only input data, including nominal expenditure and personnel involved in R&D. In this review, we do not cover data related to funding sources for R&D in the SSH, as the R&D Survey data on sources of funding is not disaggregated by research field. According to the Frascati Manual, which was used in the collection of data referred to in this article:

R&D comprise creative work undertaken on a systematic basis in order to increase the stock of knowledge, including knowledge of man, culture and society, and the use of this stock of knowledge to devise new applications. (p.30)

Data sources

Data for this paper were sourced from the Centre for Science, Technology and Innovation Indicators at the Human Sciences Research Council, which performs the South African R&D Survey on behalf of the Department of Science and Technology (DST). Curated, aggregate-level data are accessible to the general public on www.rsrc.ac.za. International comparative data were sourced from the UNESCO Institute for Statistics (www.uis.statdata.uis.unesco.org).

Data anomaly

In the R&D Survey, respondents classify R&D expenditure according to research field. If the research field is not listed in the code booklet, then respondents tend to report expenditure as ‘Other social sciences not elsewhere classified’ and ‘Other humanities not elsewhere classified’. The impact is that when reviewing the data, there is often significant expenditure reported under these headings – in all sectors. This situation makes it impossible to unpack the expenditure in terms of the specific research field in which it has been invested. For this reason, definitive conclusions about the allocation of resources by research field cannot be drawn; however, it is possible to reflect on the overall quantum invested in the SSH.

Table 2 illustrates that the higher education sector has by far the largest amount of unclassified R&D expenditure (when compared with other sectors). This difference is mostly explained by the diversity of research performed at higher education institutions, on the one hand, and the scope of the research field nomenclature on which the R&D expenditure is defined.
Survey rests, on the other hand. This issue is discussed further in our recommendations. In terms of the share of unclassified R&D expenditure to total R&D expenditure in the SSH, all sectors, except the business sector, report between 11% and 19% unclassified R&D expenditure – an issue which is also addressed in the recommendations section.

**Trend analysis**

**International trends**

When compared to expenditure on R&D in the natural sciences and engineering over time, there has been an increase in the proportion of SSH R&D expenditure in South Africa – from 12.3% of GERD in 2005 (Figure 1) to 19.2% in 2014 (Figure 2).\(^{11}\) Argentina, South Africa and Malaysia reported the largest proportional increases in SSH R&D in 2014 (as compared to 2005), while Chile, Turkey and Poland showed negative growth in SSH R&D expenditure in 2014 as compared to 2005.

Compared to countries for which equivalent 2014 data were available for analysis, the ratio of GERD that is dedicated to SSH in South Africa is substantially higher than, for example, the Republic of Korea (3.6%), Russian Federation (4.1%), Malaysia (8.2%), Poland (9.0%), Chile (9.8%), Turkey (15.3%), Paraguay (16.2%) and Uruguay (17.1%). The only country to surpass South Africa in this regard in 2014 was Namibia, which dedicated 24.5% of GERD to SSH R&D.

**National trends**

At the national level, the reported rand value of social sciences R&D expenditure over the 10-year period was ZAR27.8 billion. Of a total of 19 social science research fields, 5 received 57.4% of this expenditure over the period 2005–2014 (Figure 3), with expenditure being highest in the finance research field. The next 4 research fields made up 18.1% of the expenditure, with the remaining 10 research fields making up 12.4%. Expenditure not classified by research field amounted to 12.1%.

<table>
<thead>
<tr>
<th>Sector</th>
<th>Total R&amp;D expenditure, social sciences and humanities (ZAR'000)</th>
<th>Total unclassified expenditure (ZAR'000)</th>
<th>Proportion of unclassified expenditure (% total)</th>
<th>Unclassified expenditure, social sciences (ZAR'000)</th>
<th>Unclassified expenditure, humanities (ZAR'000)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business</td>
<td>8 580 122</td>
<td>52 178</td>
<td>0.61</td>
<td>50 371</td>
<td>1808</td>
</tr>
<tr>
<td>Not-for-profit</td>
<td>1 455 977</td>
<td>262 777</td>
<td>18.05</td>
<td>224 534</td>
<td>38 243</td>
</tr>
<tr>
<td>Government</td>
<td>3 063 845</td>
<td>349 382</td>
<td>11.40</td>
<td>327 398</td>
<td>21 984</td>
</tr>
<tr>
<td>Science councils</td>
<td>2 075 952</td>
<td>351 523</td>
<td>16.93</td>
<td>174 937</td>
<td>176 586</td>
</tr>
<tr>
<td>Higher education</td>
<td>17 598 571</td>
<td>3 794 335</td>
<td>21.56</td>
<td>2 574 087</td>
<td>1 220 248</td>
</tr>
<tr>
<td>Total</td>
<td>32 774 466</td>
<td>4 810 196</td>
<td>14.68</td>
<td>3 351 328</td>
<td>1 458 868</td>
</tr>
</tbody>
</table>

Data are for 2005 or the closest available year as indicated in brackets. The heading ‘natural sciences’ includes the following sub-categories: engineering and technology, natural sciences, medical and health sciences, and agricultural and veterinary sciences.

Figure 1: International comparison of R&D expenditure by research field as a % of GERD, 2005.
Social sciences R&D expenditure more than doubled between 2005 and 2014, from ZAR1.4 billion to ZAR5.0 billion.

Nationally, the reported rand value of humanities R&D expenditure over the 10-year period was ZAR5.0 billion. Excluding unclassified expenditure, five research fields of a total of seven made up 65.9% of the expenditure, with expenditure being highest in the languages and literature research field (Figure 4). Two research fields (philosophy, dances) made up the remaining 4.9% of expenditure. Expenditure not classified by research field amounted to 29.2%. Humanities R&D expenditure nearly doubled between 2005 and 2014, from ZAR350 million to ZAR657 million.

Sectoral trends
In the higher education sector, expenditure was registered in all of the SSH research fields specified in the R&D Survey. Expenditure for R&D in education (ZAR1.8 billion), law (ZAR1.7 billion), languages and literature (ZAR1.5 billion), management studies (ZAR1.3 billion) and economics (ZAR1.1 billion) was the highest over the 2005 to 2014 period. The next three research fields for which comparatively large amounts were spent were psychology (ZAR0.95 billion), accounting (ZAR0.86 billion), and political sciences and public policy (ZAR0.80 billion). Research fields such as population studies (ZAR0.02 billion) and transportation studies (ZAR0.01 billion) only attracted a small amount of R&D funding relative to the largest cohort. Finance-related R&D grew very slowly off a low base over the 10-year period from 2005 to 2014.

In the science councils, the majority of SSH R&D expenditure (69.3%) was in a small number of research fields: political sciences and public policy (ZAR0.35 billion), education (ZAR0.35 billion), sociology (ZAR0.27 billion), population studies (ZAR0.24 billion), and economics (ZAR0.23 billion). Because of the low number of science councils that perform SSH R&D, as defined by the R&D Survey, this trend is not necessarily surprising.

In the government sector, SSH R&D was performed across a wide range of research fields, with expenditure being highest in the economics (ZAR0.66 billion), political sciences and public policy (ZAR0.64 billion), management studies (ZAR0.36 billion), law (ZAR0.16 billion), and arts and culture (ZAR0.13 billion) research fields.

In the business sector, expenditure on R&D was highest in the fields of finance (ZAR5.4 billion), accounting (ZAR1.8 billion), economics (ZAR0.59 billion), technology management (ZAR0.39 billion) and management studies (ZAR0.20 billion). Notably, in the finance research field, a sharp upward trend can be seen between 2011 and 2014. In the review of unit level data, it was noted that a single entity reported significant R&D expenditure in the finance research field in this period, which would explain the growth. Also notable is the increase in expenditure in the emerging issues research field, from ZAR0.952 million in 2013 to about ZAR17 million in 2014. There is only one humanities research field, languages and literature, which reflects expenditure between 2005 and 2010. It has to be emphasised that zero expenditure may be for other reasons, such as that the firms reporting on this expenditure might have ceased to be part of the survey or that no R&D was undertaken in this field.
Figure 3: Total GERD by social sciences research field over 10-year period (ZAR’000)

Figure 4: Total GERD by humanities research field over 10-year period (ZAR’000)
In South Africa, R&D expenditure by not-for-profit organisations (NPOs) is typically a small fraction of total GERD (in 2014, for example, it was 2.7%; in 2005 it was 1.6%), with the bulk of funding for NPO R&D provided by foreign sources. Between 2006 and 2008, R&D expenditure in the education research field registered a sharp decline (from ZAR0.06 billion to ZAR0.02 billion), while R&D expenditure in the political sciences and public policy research field increased (from ZAR0.04 billion to ZAR0.06 billion). By 2014, however, the trend had reversed, with education R&D expenditure (ZAR0.04 billion) surpassing that in the political sciences and public policy research field (ZAR0.03 billion). Interestingly, low as their expenditure is, NPOs tend to carry out research in most research fields. Emerging issues are also researched in the NPO sector, suggesting the extent to which the nomenclature of research fields included in the R&D Survey does not capture fully the research areas in which NPOs are engaged.

Key observations

There are a series of key observations that can be drawn from these data in relation to the questions posed at the beginning of this article. The recommendations section of this paper elicits some of the implications of these observations for national and institutional planning and research agenda setting.

A first observation is that South Africa appears to invest proportionally more of its GERD in SSH than the countries for which equivalent data are available; and linked to this observation is that SSH research investment has virtually doubled over the period of a decade. At the macroscale, this observation could reinforce a view that, in fact, the SSH are not being overlooked in South Africa, but are rather being underpinned by increased investment. To reinforce the recognition of the value of performing this type of R&D, however, it would be premature to draw that conclusion – for all SSH research – without examining and analysing the expenditure across the different research fields and sub-fields comprising the SSH, and the sectors in which the R&D is performed, because the playing fields may not be level across either. Indeed, when we performed the analysis of SSH R&D expenditure data from 2005 to 2014, as summarised in this article, what we uncovered was a picture that alarmed us as much as it served to reinforce the debate concerning the so-called ‘crisis’ moment for the SSH in South Africa. In particular, looked at from the perspective of research fields, the spend on SSH is very strongly geared to areas such as finance, economics, education, accounting and political science and public policy (Figures 3 and 4), in every year of the survey.

Commentators might perceive this situation to accurately reflect prevailing economic and social urgencies. However, the comparatively low spend in areas such as technology management and media and communication studies suggests that R&D agenda setters and decision-makers may not have paid sufficient attention to the opportunities and challenges posed by the exponential technological changes taking place globally under the heading of the Fourth Industrial Revolution.

Also concerning is the comparatively low spend in areas such as psychology, architecture and habitat, archaeology and history, sociology, and languages and literature. Given South Africa’s complex colonial and apartheid legacies – which remain persistent and which traverse geo-spatial, subjective and linguistic experiences of citizens and communities, and which play out in service delivery protests, contests over restitution, land and state-owned property, and, most recently, at our universities – there appears to be a weak alignment in research spend and these burgeoning societal trends. The same logic can be explored in the case of the relatively low levels of reported research investment in areas such as transportation studies, tourism and dance. To the extent that these areas arguably represent important potential economic and social development opportunities for South Africa, South Africans, and the globe more broadly, we would argue that SSH research decision-makers need to be alert to the apparent decline of these research areas, at worst, or the under-reporting of R&D expenditures through the Survey, at best.

A further observation is that when the 2005–2014 spending on R&D in the SSH is looked at from a sectoral perspective, the higher education sector spends by far the bulk on research in both humanities and the social sciences. As the key ‘custodians’ of the SSH disciplines, therefore, decision-makers from these institutions have an especially crucial role to play in advancing SSH research in South Africa and in redressing any imbalances that might be leading to decline in certain research fields. The other major players in SSH R&D are business, government, science councils, and NPOs, in that order. Driven by their mandates, these institutions are arguably the main producers of applied SSH R&D, addressed toward specific economic, advocacy or policy objectives (as opposed to basic research objectives), and their research agendas can be driven by the availability of research funds, whether local or international. Collectively, these institutions spend marginally more on social sciences R&D than do higher education institutions, although of course comparatively less on humanities R&D. The question this split raises for decision-makers from all sectors relates to the issue of impact, or perhaps more crudely put, value for money. The question is: are R&D investments resulting in widespread impact, of the type South Africa desperately requires?

A caveat is in order at this point: what we know for sure is that a decade worth of R&D spending in the SSH has not provided a miracle cure for persistent poverty, inequality, unemployment, and weak growth. Nor has the other 80% of South Africa’s R&D spend in the natural sciences, engineering and health research fields. However, to think that there is a linear relationship between R&D and the solving of complex societal challenges is to misunderstand the many and, in some cases, competing drivers that underpin R&D in different sectoral contexts, or within different research fields. Therefore, fine-grained analyses of research performance and research expenditure are required at both sectoral and research field level. Through this paper, we have tried to make a start on this agenda, although the need for further in-depth empirical work is acute.

Finally, from the perspective of the R&D Survey instrument, what emerged clearly from the trend analysis presented above is the problem of unclassified R&D expenditure in SSH. This unclassified R&D expenditure is a problem because it is impossible to analyse it at the level of research fields, not only for researchers and institutional planners, but also for funders of research (both private and public, local and international). This challenge presents a particular research design imperative for the managers of the R&D Survey, to the extent that it would be desirable to reduce the reporting of unclassified R&D expenditure as much as possible.

Conclusions

Since the dawn of democracy in South Africa, there has been intense debate about the role of the social sciences and humanities. On one level, this debate has been about the survival of individual disciplines, teaching agendas, disciplines, and even entire institutions – essentially, a debate about funding. However, there is now a strong narrative in both institutional and national policy discourse, as reflected in the 1996 White Paper and its soon-to-be successor, that SSH research has a vital role to play in helping us to not only understand, but also address, the structural societal and economic challenges of our transition. The formation of the National Institute for Humanities and Social Sciences in 2000, and continued investment in R&D through the National Research Foundation, the universities, the South African Research Chairs Initiative, and the Human Sciences Research Council, are reflections of the state’s commitment in this regard.

At another level, there is possibly a tendency in our discourse to consider the SSH as an afterthought to the natural sciences and, as a result, to limit or shortchange SSH research. Whereas, what the data in this paper show is that the SSH in fact covers a multiplicity of research agendas, which are carried out under the umbrella(s) of different sectoral or organisational interests or mandates, which may be in direct competition or contradiction with each other, or, indeed, with the vision of the SSH in the White Paper. It is therefore unhelpful to characterise the SSH as a “singular” entity in this way. Rather, what we need to better ascertain is the nature of the disciplinary funding economies of SSH R&D, in order to assess whether inequities or skewed distribution of scarce resources (whether public, philanthropic or private) are hindering knowledge production in the public interest.
For the R&D Survey, as one of the instruments that can assist us to achieve this goal in the future, it will be essential to carefully review the nomenclature or taxonomy of research fields used to track R&D expenditure and performance, and possibly even in the future, impact.

**Recommendations**

The three recommendations detailed below are directed at institutional planners, funders and the South African R&D Survey managers, respectively.

For institutional planners: While the data show an alignment between R&D and the major societal trends, what is also revealed is ‘neglect’ of potentially future strategic R&D opportunities. We recommend therefore that institutional planners consider the South African R&D data and suite of analytical products as one key source of evidence in their forecasting and scenario building.

For funders: The data presented in this paper provide a mirror of the key R&D performance trends over a 10-year period, including those research fields that are thriving, as it were, and those that are diminishing. We recommend that funders also pay particular attention to South African R&D data and results in funding allocation decisions.

For R&D Survey managers: We have shown that there is room for improvement in the classification of research fields. To limit the reporting of unclassified expenditure, it is essential for the R&D Survey managers to ensure that appropriate space and scope for reporting expenditure are provided.
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Nurses’ knowledge of and willingness to promote female condom use in Johannesburg Health District

The female condom is the only current method for female partners to simultaneously prevent both pregnancy and sexually transmitted infections. Studies of various contraceptive methods suggest that providers’ acceptance and endorsement may be a key factor in their clients’ uptake and continued use of a method. Our aim in this study was to assess the relationship between nurses’ knowledge of and their willingness to promote female condom use in 18 public healthcare facilities within the Johannesburg District. The mean score of correct answers of 398 nurses completing an anonymous, self-administered, six-item questionnaire was 4 out of a maximum of 6. Data analysis included the use of descriptive statistics and a chi-square test. It was found that 79% of participants were knowledgeable but only 59% were willing to promote female condom use. There was no association between knowledge of and willingness to promote female condom use. The following significant associations with knowledge and willingness to promote female condom use were found: family planning experience, being employed by a local government authority, working in a primary care clinic and having had informal training on female condom use. Informal training of nurses within the family planning unit in the clinics has the potential to improve nurses’ knowledge and willingness to promote female condom use.

Significance:

- This is the first study conducted in South Africa on the knowledge of and willingness of healthcare providers to promote female condom use.
- An effective strategy is needed to motivate healthcare workers to promote female condom use with their patients.
- Informal training of nurses within the family planning unit has the potential to improve nurses’ knowledge of and willingness to promote female condom use.

Introduction

The female condom has been developed as an alternative to the male condom and remains the only female-initiated means of preventing both pregnancy and sexually transmitted infections (STI) including the human immunodeficiency virus (HIV). HIV incidence has slightly decreased in South Africa, but many people still engage in risky sexual behaviour. Findings also indicate higher condom use among young men than among women. The incidence of HIV varies across South Africa’s provinces, with KwaZulu-Natal having the highest incidence. Despite the fact that cases of Ebola and Zika virus have never been reported in South Africa, the fact that these emerging infectious diseases could spread rapidly should be emphasised when promoting female condom use.

The female condom is considered to be more effective than the male condom because it is less likely to break or burst and it covers a larger portion of the genital area. Despite these views, female condom acceptability is low, mainly because of interpersonal factors. The method’s higher cost may also underpin many challenges in female condom promotion.

A post-marketing survey in Zimbabwe in 1998 highlighted the key role of healthcare providers and lay educators in increasing women’s access to the female condom. In a study conducted in 1996, preliminary data showed that the female condom was an acceptable method for some Kenyan couples, but the authors noted the necessity of further research on safety, cost-effectiveness, and obstacles to acceptance. The authors of a large community-based female condom intervention trial in rural Kenya reported that in spite of the intervention, healthcare service providers in the community failed to promote female condoms actively and believed them to be unsuitable for most women. The interpretation of these results also indicates the need for an alternative method of prevention, one of which is the female condom. This was supported with other antiretroviral treatment as suggested by the results in a study conducted on an urban US population.

Data on 2712 subjects were collected through a cross-sectional survey in Tanzania using mass media as a mode of promoting the female condom. In the above study, as well as in a South Africa based study, communication with a peer educator or healthcare provider was found to have a direct positive impact on female condom uptake.

Research on the acceptability of the female condom carried out in 1999 in Brazil with 2453 women showed high rates of acceptability. It has been noted that women in Costa Rica, Indonesia, Mexico, Senegal, Tanzania, Zimbabwe and the USA feel safe using the female condom. In spite of these findings, the authors of the first family condom study in Italy using a Likert-scale questionnaire after post-test counselling consider that promotional strategies and training activities should be designed to increase willingness to use the female condom.
different national settings demonstrates that healthcare providers often have negative views of this method and lack information on how to promote it.20-22

Nurses providing family planning services in southern Mozambique saw the provider–client relationship for choosing contraceptive methods as an integral part of their job as opposed to an added burden or contributing to job dissatisfaction.24

A study done in Botswana showed that the perception and attitude of healthcare workers on female condoms played a positive role in advocating against STIs, HIV and unwanted pregnancy in women.25 Health worker attitudes toward clients has also been found to play a role in clients’ sexual health choices.26 Training on female condoms for healthcare workers and the availability of female condoms are essential.

Another study on clients’ sexual health choice in South Africa showed that the lack of distribution of female condoms in family planning units could prevent their promotion.27

The study conducted in Brazil to ascertain knowledge and promotion of female condom use by healthcare providers found similar results but did not examine any possible association between knowledge of female condom use and willingness of the providers to promote their use.28 The only available data on introduction of the female condom to the public healthcare sector are those from urban Zimbabwe, presented in a Horizons project.12

A nationally representative survey was done in Zimbabwe and South Africa. In South Africa, providers of family planning or HIV/STI services were more likely to counsel women on the use of male condoms and less likely to counsel women on female condom use than their counterparts in Zimbabwe. At the time, new types of female condoms were not available and the providers did not see the available type as a good female barrier method.29

The provision of contraceptive services during other primary healthcare consultations is an implementation strategy of the National Contraceptive Policy guidelines30 to provide high-quality contraceptive services since 2001. The policy guidelines encourage more extensive use of barrier methods and emphasize that at least one female-initiated barrier method should be made available for contraception. As at 2003, when these service delivery guidelines were made, the female condom was already available in selected sites throughout the country.

The authors of a study which reviewed the condom programme implemented by the South African National Department of Health, concluded that although the female condom programme was well established, both cost and education were factors in the uptake of the use of the female condoms.31 The popularity and acceptability of the female condom was dependent on its much higher cost (~18 times32 more expensive than the male condom), which necessitated the development of new, cheaper types of female condoms. FC2, a type of female condom, was available in South Africa between 1998 and 2013. A South African national government programme piloted female condoms in 1999–2000, but FC2 was not evaluated.

A randomised South African study looking at the higher cost of female condoms introduced new types of female condoms and found similar acceptability among clients of all three types of female condoms.31

Through a joint parallel programme of Universal Access to Female Condoms and Maternal and Child Health, strategies, recommendations and guidelines for the new female condoms were developed to make female condoms more accessible and affordable. The parallel programming also looked at the training of the providers and the marketing of female condoms.32 The parallel programming aimed to make the different types of female condoms available to clients to choose for themselves. Both clients and providers shared positive views on the availability of more than one type of female condom; however, the healthcare professionals expressed a need for training on each type of female condom. Some facilities did not provide all three types of female condoms and clients therefore did not have a choice.33

New designs and materials were introduced for female condoms in 2014, specifically the variants Cupid and Pleasure More. All three types of female condoms are made of rubber latex. The two newer types are made of natural rubber latex whilst FC2 is composed of synthetic nitrile rubber latex.33

The use of female condoms has doubled since 2008.34 South Africa’s female condom programme is the largest and most comprehensive in the world.35,36

In 2014–2016, a study by the MatCH Research Unit at the University of the Witwatersrand, Johannesburg, assessed the national programme on female condoms and identified strategies to increase acceptability.34 An increase (from 0% to 34%) in female condom use was identified in 2015/2016 compared to male condom use in a national evaluation.37 The literature review and the evaluation of the South African national programme showed that although there is gross availability in the public sector, distribution by the providers is not taking place.

Several studies on the knowledge, attitudes, practices and behaviours associated with the use of female condoms have been reviewed.38 It was concluded that knowledge on female condom use was low in most of the countries among the different users. Low use was associated with the limited availability of female condoms.

In South Africa, no published studies exist that have examined the relationship between healthcare providers’ knowledge of female condoms and their willingness to promote female condom use.

**Methods**

We undertook a cross-sectional descriptive study with an analytical component. The study was conducted in 18 public healthcare facilities located in the sub-district ‘F’ of the Johannesburg Health District in the Gauteng Province of South Africa. These facilities included 16 primary healthcare clinics run by the local municipal government authority, a provincial government community health centre and a provincial district hospital. Female condoms (of type FC2) were freely available in all these healthcare facilities and nurse clinicians in these facilities were active distributors of the female condoms. These facilities provide prevention, promotion, rehabilitative and curative health services. At the time of this study in 2011, the total population of nurses employed by these facilities was 465. A sample size of at least 384 participants was calculated to give 5% precision with a 95% confidence level. We, however, sought to use the entire population of 398 nurses who met the inclusion criteria and consented to participate. Exclusion criteria were the unwillingness to consent or being a nurse in training.

Data were collected using an anonymous, structured, self-administered questionnaire. No questionnaire from any previous research was used in this study. The questionnaire was designed for data collection on the participants’ characteristics: knowledge of female condom use and willingness to promote the use of the female condom. The determination of knowledge was, therefore, done using six questions based on the conclusions and findings of various previous studies discussed in the literature review. Knowledgeable on female condom use was determined if a participant correctly answered four or more questions of the six knowledge questions. ‘Not knowledgeable’ was determined if a participant answered fewer than four of the six knowledge questions correctly. The mean score of correct answers out of the six knowledge questions was used to assess the level of knowledge. The study also categorised participants into two groups based on their willingness to promote female condom use. ‘Willing to promote female condom use’ was defined as a participant who sees the promotion of female condom use as part of their work and despite being overstretched at work they are willing to promote the use of the female condom. If a participant in the study did not have the two elements of the above statement, they were considered ‘not willing to promote female condom use’.

In this study, formal training was defined as prescribed and organised learning in the presence of a designated teacher with the award of a qualification or a learning credit and the external specifications of...
found to be knowledgeable on female condom use and more than half the number of correct answers was 4. The majority (79%) of nurses was informed that completion of the questionnaire implies consent. Participants were asked to drop completed questionnaires in an identified ballot-type box in their own time.

Data were analysed using STATA version 10.0 (College Station, TX, USA). Descriptive analysis of categorical data is presented as percentages and frequencies. Continuous data are presented as means with standard deviations. The association between knowledge and willingness to promote female condom use was investigated using the multinomial logistic regression. A p-value of less than 0.05 was considered statistically significant.

Ethical clearance
The University of the Witwatersrand Human Research Ethics Committee granted ethical approval for the study (certificate number M101017). Permission was obtained from the Chief Director of the Johannesburg Health District and the Director of the City of Johannesburg Health to conduct the study in their facilities. The questionnaire was anonymous and did not collect identifying information from participants. Participants were told that completion of the questionnaire implies consent.

Results
A total of 398 nurses participated in the study; 67 nurses were unwilling to participate or unavailable at the time of the study. The participants’ characteristics are presented in Table 1.

The male:female ratio was 1:10; therefore, the sample was mostly female nurses. The mean age of the nurses was 40.7 years (s.d. = 10.8). Fewer than half (48%) the nurses had nursing experience of 1–9 years and even fewer (45%) had a diploma certificate in nursing. More than half (60%) of the nurses were professional nurses and 77% practised a specialty of one kind or another. The majority (81%) of nurses was employed by provincial government facilities and a minority (19%) was employed by local government facilities. A majority (62%) of the participants had experience in family planning, and more than half (53%) were working in a district hospital. A minority (27%) had formal training on female condom use and the majority (56%) had informal training.

Participants’ knowledge of female condoms is shown in Table 2; most participants answered the questions correctly. At least three of the six questions used to assess nurses’ knowledge were answered correctly by 90% of the nurses. The question ‘female condom cannot be put in place by female 8 hours before intercourse’ was correctly answered by 74% of the participants. More than half (54%) of the nurses did know whether a female condom can be used simultaneously with a male condom and 72% did not know whether the outer ring of the female condom stays inside the vagina just around the cervix. The mean number of correct answers was 4. The majority (79%) of nurses was found to be knowledgeable on female condom use and more than half (59%) were willing to promote female condom use.

Table 1: Characteristics of the participants who completed the questionnaire

<table>
<thead>
<tr>
<th>Variable</th>
<th>Number of participants (n=398)</th>
<th>Percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>35</td>
<td>8.79</td>
</tr>
<tr>
<td>Female</td>
<td>363</td>
<td>91.21</td>
</tr>
<tr>
<td>Age in years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;29</td>
<td>66</td>
<td>16.58</td>
</tr>
<tr>
<td>30–39</td>
<td>127</td>
<td>31.91</td>
</tr>
<tr>
<td>40–49</td>
<td>107</td>
<td>26.88</td>
</tr>
<tr>
<td>50–59</td>
<td>82</td>
<td>20.60</td>
</tr>
<tr>
<td>60–69</td>
<td>16</td>
<td>4.02</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>366</td>
<td>91.96</td>
</tr>
<tr>
<td>White</td>
<td>16</td>
<td>4.02</td>
</tr>
<tr>
<td>Coloured</td>
<td>14</td>
<td>3.52</td>
</tr>
<tr>
<td>Indian</td>
<td>2</td>
<td>0.50</td>
</tr>
<tr>
<td>Years of experience</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;10</td>
<td>191</td>
<td>47.99</td>
</tr>
<tr>
<td>10–19</td>
<td>79</td>
<td>20.00</td>
</tr>
<tr>
<td>20–29</td>
<td>90</td>
<td>22.61</td>
</tr>
<tr>
<td>30+</td>
<td>38</td>
<td>9.55</td>
</tr>
<tr>
<td>Qualification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diploma</td>
<td>179</td>
<td>44.97</td>
</tr>
<tr>
<td>Nursing certificate</td>
<td>159</td>
<td>39.95</td>
</tr>
<tr>
<td>Degree</td>
<td>39</td>
<td>9.80</td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>21</td>
<td>5.28</td>
</tr>
<tr>
<td>Family planning experience</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>248</td>
<td>62.31</td>
</tr>
<tr>
<td>No</td>
<td>150</td>
<td>37.69</td>
</tr>
<tr>
<td>Type of employer</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provisional government</td>
<td>322</td>
<td>80.90</td>
</tr>
<tr>
<td>Local government</td>
<td>76</td>
<td>19.10</td>
</tr>
<tr>
<td>Type of workplace</td>
<td></td>
<td></td>
</tr>
<tr>
<td>District hospital</td>
<td>212</td>
<td>53.27</td>
</tr>
<tr>
<td>Clinic</td>
<td>98</td>
<td>24.62</td>
</tr>
<tr>
<td>Community health centre</td>
<td>88</td>
<td>22.11</td>
</tr>
<tr>
<td>Formal training on female condom use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>109</td>
<td>27.39</td>
</tr>
<tr>
<td>No</td>
<td>289</td>
<td>72.61</td>
</tr>
<tr>
<td>Informal training on female condom use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>223</td>
<td>56.03</td>
</tr>
<tr>
<td>No</td>
<td>175</td>
<td>43.97</td>
</tr>
</tbody>
</table>

A pilot study was undertaken on 15 nurses at Mofolo Community Health Centre (who were not included in the analysis of the final study) to identify sensitive and ambiguous questions that needed modification, and to determine the time needed to complete the questionnaire. For example, the question ‘the female condom works to prevent pregnancy and STI’ was answered ‘yes’ by everyone, and so was changed to ‘female condoms do not prevent pregnancy and STI, including HIV’.

The internal consistency of the knowledge questions was tested using Cronbach’s alpha test (in this pilot study the coefficient was 0.636). The final six-item questionnaire was designed and prepared on the basis of the analysis of the outcomes of the pilot study.

Each facility was visited at different times. These visits were preceded by a phone call to the facility manager to arrange the time of the visit. On the day of the visit, study information leaflets and questionnaires were handed directly to nurse clinicians. It was clearly explained to each nurse clinician that completion of the questionnaire implies consent. Participants were asked to drop completed questionnaires in an identified ballot-type box in their own time.

A total of 398 nurses participated in the study; 67 nurses were unwilling to participate or unavailable at the time of the study. The participants’ characteristics are presented in Table 1.

The male:female ratio was 1:10; therefore, the sample was mostly female nurses. The mean age of the nurses was 40.7 years (s.d. = 10.8). Fewer than half (48%) the nurses had nursing experience of 1–9 years and even fewer (45%) had a diploma certificate in nursing. More than half (60%) of the nurses were professional nurses and 77% practised a specialty of one kind or another. The majority (81%) of nurses was employed by provincial government facilities and a minority (19%) was employed by local government facilities. A majority (62%) of the participants had experience in family planning, and more than half (53%) were working in a district hospital. A minority (27%) had formal training on female condom use and the majority (56%) had informal training.

Participants’ knowledge of female condoms is shown in Table 2; most participants answered the questions correctly. At least three of the six questions used to assess nurses’ knowledge were answered correctly by 90% of the nurses. The question ‘female condom cannot be put in place by female 8 hours before intercourse’ was correctly answered by 74% of the participants. More than half (54%) of the nurses did know whether a female condom can be used simultaneously with a male condom and 72% did not know whether the outer ring of the female condom stays inside the vagina just around the cervix. The mean number of correct answers was 4. The majority (79%) of nurses was found to be knowledgeable on female condom use and more than half (59%) were willing to promote female condom use.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Number of participants (n=398)</th>
<th>Percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>35</td>
<td>8.79</td>
</tr>
<tr>
<td>Female</td>
<td>363</td>
<td>91.21</td>
</tr>
<tr>
<td>Age in years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;29</td>
<td>66</td>
<td>16.58</td>
</tr>
<tr>
<td>30–39</td>
<td>127</td>
<td>31.91</td>
</tr>
<tr>
<td>40–49</td>
<td>107</td>
<td>26.88</td>
</tr>
<tr>
<td>50–59</td>
<td>82</td>
<td>20.60</td>
</tr>
<tr>
<td>60–69</td>
<td>16</td>
<td>4.02</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>366</td>
<td>91.96</td>
</tr>
<tr>
<td>White</td>
<td>16</td>
<td>4.02</td>
</tr>
<tr>
<td>Coloured</td>
<td>14</td>
<td>3.52</td>
</tr>
<tr>
<td>Indian</td>
<td>2</td>
<td>0.50</td>
</tr>
<tr>
<td>Years of experience</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;10</td>
<td>191</td>
<td>47.99</td>
</tr>
<tr>
<td>10–19</td>
<td>79</td>
<td>20.00</td>
</tr>
<tr>
<td>20–29</td>
<td>90</td>
<td>22.61</td>
</tr>
<tr>
<td>30+</td>
<td>38</td>
<td>9.55</td>
</tr>
<tr>
<td>Qualification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diploma</td>
<td>179</td>
<td>44.97</td>
</tr>
<tr>
<td>Nursing certificate</td>
<td>159</td>
<td>39.95</td>
</tr>
<tr>
<td>Degree</td>
<td>39</td>
<td>9.80</td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>21</td>
<td>5.28</td>
</tr>
<tr>
<td>Family planning experience</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>248</td>
<td>62.31</td>
</tr>
<tr>
<td>No</td>
<td>150</td>
<td>37.69</td>
</tr>
<tr>
<td>Type of employer</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provisional government</td>
<td>322</td>
<td>80.90</td>
</tr>
<tr>
<td>Local government</td>
<td>76</td>
<td>19.10</td>
</tr>
<tr>
<td>Type of workplace</td>
<td></td>
<td></td>
</tr>
<tr>
<td>District hospital</td>
<td>212</td>
<td>53.27</td>
</tr>
<tr>
<td>Clinic</td>
<td>98</td>
<td>24.62</td>
</tr>
<tr>
<td>Community health centre</td>
<td>88</td>
<td>22.11</td>
</tr>
<tr>
<td>Formal training on female condom use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>109</td>
<td>27.39</td>
</tr>
<tr>
<td>No</td>
<td>289</td>
<td>72.61</td>
</tr>
<tr>
<td>Informal training on female condom use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>223</td>
<td>56.03</td>
</tr>
<tr>
<td>No</td>
<td>175</td>
<td>43.97</td>
</tr>
</tbody>
</table>
Table 3: Association between participants’ characteristics and knowledge of female condom

<table>
<thead>
<tr>
<th>Variable</th>
<th>Knowledgeable ((n=315))</th>
<th>Not knowledgeable ((n=83))</th>
<th>(p)-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female (n=363)</td>
<td>261 (80.17%)</td>
<td>72 (19.83%)</td>
<td>0.107</td>
</tr>
<tr>
<td>Male (n=35)</td>
<td>24 (68.57%)</td>
<td>11 (31.43%)</td>
<td></td>
</tr>
<tr>
<td>Category of nurse</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enrolled nurse (n=71)</td>
<td>56 (78.87%)</td>
<td>15 (21.13%)</td>
<td>0.085</td>
</tr>
<tr>
<td>Enrolled nursing assistant (n=90)</td>
<td>64 (71.11%)</td>
<td>26 (28.89%)</td>
<td></td>
</tr>
<tr>
<td>Professional nurse (n=237)</td>
<td>195 (82.28%)</td>
<td>42 (17.72%)</td>
<td></td>
</tr>
<tr>
<td>Family planning experience</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (n=248)</td>
<td>213 (85.89%)</td>
<td>35 (14.11%)</td>
<td>0.000</td>
</tr>
<tr>
<td>No (n=150)</td>
<td>102 (68%)</td>
<td>48 (32%)</td>
<td></td>
</tr>
<tr>
<td>Type of employer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Local government (n=76)</td>
<td>70 (92.11%)</td>
<td>6 (7.89%)</td>
<td>0.002</td>
</tr>
<tr>
<td>Provincial government (n=322)</td>
<td>245 (76.09%)</td>
<td>77 (23.91%)</td>
<td></td>
</tr>
<tr>
<td>Workplace</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Community health centre (n=88)</td>
<td>69 (78.41%)</td>
<td>19 (21.59%)</td>
<td>0.001</td>
</tr>
<tr>
<td>Clinic (n=98)</td>
<td>90 (91.84%)</td>
<td>8 (8.16%)</td>
<td></td>
</tr>
<tr>
<td>District hospital (n=212)</td>
<td>156 (73.58%)</td>
<td>56 (26.42%)</td>
<td></td>
</tr>
<tr>
<td>Formal training</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (n=109)</td>
<td>90 (82.57%)</td>
<td>19 (17.43%)</td>
<td>0.302</td>
</tr>
<tr>
<td>No (n=289)</td>
<td>225 (77.85%)</td>
<td>64 (22.15%)</td>
<td></td>
</tr>
<tr>
<td>Informal training</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (n=223)</td>
<td>192 (86.10%)</td>
<td>31 (13.90%)</td>
<td>0.000</td>
</tr>
<tr>
<td>No (n=175)</td>
<td>123 (70.29%)</td>
<td>52 (29.71%)</td>
<td></td>
</tr>
</tbody>
</table>

The association between participants’ characteristics and knowledge of female condoms is shown in Table 3. Of all the participants’ characteristics, having family planning experience, being employed by a local municipal government authority or working in a clinic and having had informal training on female condom use, were associated with being knowledgeable about female condoms.

Nurses who answered two of the knowledge questions – ‘Female condoms do not prevent pregnancy and STIs’ and ‘Female condoms remove sexual arousability’ – correctly were more willing (61%) to promote female condom use.

The variables which showed significant association with the willingness of nurses to promote the use of female condoms, following a multinomial logistic regression analysis, are displayed in Table 4. Family planning experience, being employed by a local government authority, working in a clinic, having had formal or informal training or being a professional nurse were all significantly associated with willingness to promote female condom use. Although the majority (82%) of the nurses who were willing to promote female condom use were noted to be knowledgeable, there was no statistically significant association between these variables (Table 5).

Table 4: Characteristics of the nurses that were significantly associated with willingness to promote female condom use

<table>
<thead>
<tr>
<th>Characteristic of nurse</th>
<th>(p)-value</th>
<th>RRR</th>
<th>s.e.</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Having a postgraduate degree</td>
<td>0.852</td>
<td>0.935</td>
<td>0.340</td>
<td>0.458–1.906</td>
</tr>
<tr>
<td>Having more experience as a nurse (years of practice)</td>
<td>0.940</td>
<td>0.967</td>
<td>0.433</td>
<td>0.402–2.328</td>
</tr>
<tr>
<td>Being a professional nurse</td>
<td>0.023*</td>
<td>1.739</td>
<td>0.475</td>
<td>1.018–2.971</td>
</tr>
<tr>
<td>Having family planning experience as a nurse</td>
<td>0.039*</td>
<td>1.539</td>
<td>0.322</td>
<td>1.020–2.320</td>
</tr>
<tr>
<td>Being a local government employee</td>
<td>0.001*</td>
<td>2.489</td>
<td>0.716</td>
<td>1.416–4.373</td>
</tr>
<tr>
<td>Working in a clinic</td>
<td>0.005*</td>
<td>1.999</td>
<td>0.624</td>
<td>1.084–3.685</td>
</tr>
<tr>
<td>Having formal training on female condom use</td>
<td>0.020*</td>
<td>1.729</td>
<td>0.409</td>
<td>1.087–2.749</td>
</tr>
<tr>
<td>Having informal training on female condom use</td>
<td>0.000*</td>
<td>2.089</td>
<td>0.433</td>
<td>1.392–3.137</td>
</tr>
</tbody>
</table>

RRR, relative risk reduction  
*Significant at \(p\leq0.05\)
Table 5: Association between knowledge of female condoms and willingness to promote female condom use

<table>
<thead>
<tr>
<th>Variable</th>
<th>Knowledgeable (n=315)</th>
<th>Not knowledgeable (n=83)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Willing to promote female condom use n=233</td>
<td>191 (81.97%)</td>
<td>42 (18.03%)</td>
</tr>
<tr>
<td>Not willing to promote female condom use n=165</td>
<td>124 (75.15%)</td>
<td>41 (24.85%)</td>
</tr>
</tbody>
</table>

Pearson chi-squared(1)=2.7243, p=0.099

Discussion

We found that 79% of participants had good knowledge on female condoms but only 59% of them reported willingness to promote female condom use among their patients. This worrying finding indicates that it is necessary to have effective mechanisms to increase not only knowledge on female condom use, but also motivation in healthcare providers to promote such use.

The low level of willingness has serious implications for reducing the spread of HIV and other STIs such as Ebola, Zika and hepatitis B. While different studies have reported the role of healthcare providers’ knowledge in promoting female condom use, we suggest strategies to improve the motivation for healthcare workers to advocate use of the female condom to their patients. Considering that such studies are non-existent in the South African primary healthcare context, further studies are needed to explore the willingness of the healthcare providers to promote female condom use. While many international funding agencies – such as the WHO, Universal Access to Female Condom and the Swedish International Development Agency – promote female condom use, South Africa is not on the list of the Country Level Focus.

This signifies the need for local policies aimed at ensuring that female condom use is promoted as a priority means of contraception, especially within family planning and HIV/AIDS prevention programmes.

Our findings suggest that knowledge influences willingness to promote female condom use, although this association was not statistically significant. In a project introducing the female condom to the public health sector, Mantell et al. reported that personal practice with the female condom generated a more positive attitude towards its promotion. It should be noted that ‘hands-on’ training was implemented in this project and therefore the relationship between knowledge and positive attitude was not very clear. The same variables that predicted knowledge were also used to predict willingness to promote the female condom. However, the relationship between variables and willingness was not as strong as those for knowledge. The demographic characteristics of the nurses in this study were not significantly associated with willingness to promote female condom use. This finding is similar to that of Oliveira da Silva et al.

Some demographic characteristics were found to be associated with knowledge of female condoms. Nurses with family planning experience were three times more likely to have knowledge on female condoms than those without family planning experience. Whilst such a finding may not have exhausted what is required to uplift the knowledge and improve the willingness of nurses to promote female condom use, it should be noted that the post-training assessment was done immediately and showed increased knowledge. Our study indicates that informal training has the potential to improve nurses’ knowledge of and willingness to promote female condom use in public healthcare facilities in the Johannesburg Health District.

Nurses with informal training were three times more likely to have knowledge of female condoms than those without informal training. This result suggests that female condom providers would achieve better informal training with rotations in family planning units. Similarly, the use of a female condom through demonstration on a model and a step-by-step process of inserting could improve informal training. These findings affirm those of Mantell et al. The group of healthcare providers had 3 days ‘hands-on’ training in the use of and the introduction to the female condom in South Africa. It should be noted that the post-training assessment was done immediately and showed increased knowledge. Our study indicates that informal training has the potential to improve nurses’ knowledge of and willingness to promote female condom use in public healthcare facilities in the Johannesburg Health District.

Additionally, the possession of a university degree or postgraduate degree did not predict knowledge; however, formal training showed a statistically significant association with willingness to promote female condom. Studies previously cited have pointed out the relevance of training on female condom promotion.

A majority of the participants knew that female condom use prevents pregnancy and STIs. This finding was expected, as this question relates to prevention of STIs and pregnancy and nurses are usually sent for different workshops/training on prevention of STIs and pregnancy. A significant number of nurses demonstrated adequate knowledge that the female condom ‘can be placed up to 8 hours before intercourse’, which was also noted in the study done by Oliveira da Silva et al. The participants therefore knew the difference between the use of male and female condoms. A majority of the participants in our study had adequate knowledge on the female condom being a flexible ring at the closed end of the pouch with the slightly larger ring at the open end compared with less than 40% who were familiar with female condom design in the study by Oliveira da Silva et al. Similarly to the findings of Mantell et al., most participants in our study had knowledge on ‘Female condom removes sexual arousability’. This implies that the statement was clear and understandable. For two of the knowledge questions, either knowledge or clarity was poor. The question ‘At the open end of the sheath, the ring stays inside the vagina just around the cervix’ was answered correctly by only 28% of the participants. This is a technical question and can only be correctly understood by participants who had received training. More than half of the participants did not know whether ‘Female condom can be used simultaneously with a male condom’. This statement was clear and understandable. The fact that most participants failed to answer it correctly may be a gap in the participants’ knowledge.

The questionnaire was not comprehensive and we did not aim to cover all the important issues on female condom use. This study was focused on the association between providers’ knowledge of and willingness to promote the use of the female condom. The review of the current literature shows that South Africa still lacks studies on this association as an important addition to sexual health in South Africa.

The study nevertheless had some limitations. This study had a cross-sectional design and at best only describes associations and not causality. Although family planning experience was associated with knowledge of female condom use, the duration of experience that might have an impact on knowledge and willingness was not explored. Because the questionnaire has not been validated, the questions on knowledge and willingness may not have exhaustively assessed what is required to uplift the knowledge and improve the willingness of nurses to promote female condom use. In addition, the computation of a knowledge/willingness score based on correct answers to a set of questions has not been validated. The analysis also did not incorporate differential weightings that may be placed on different questions.
Conclusion

The vast majority of nurses were knowledgeable about female condoms, but this knowledge did not translate into willingness to promote female condom use. The knowledge on simultaneous use of male and female condoms was insufficient. Clinical experience and having had specialty or postgraduate training did not predict the nurses’ knowledge on female condoms. Nurses working in clinics were three times more likely to be knowledgeable and two times more likely to promote female condom use. Employment by local government was significantly associated with knowledge of and willingness to promote the use of female condoms. Professional nurses and nurses with a postgraduate qualification were more willing to promote the use of female condoms. Focusing on the informal training of nurses within the family planning unit has the potential to improve their knowledge and willingness to promote female condom use. Our results show that rotating through a family planning unit would not only improve knowledge on female condoms, but also help to change their attitudes towards female condom promotion.

Future research in a randomised controlled trial is suggested to test the relationship between knowledge of and willingness to promote the use of female condoms. Important research on the use of the female condom could be done in different post-natal facilities. Further studies could assess formal training on female condom use as an integral part of nurses’ training. Motivation mechanisms need to be developed for the distribution of female condoms by healthcare service providers in the provincial government authority.
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I believe I can do science: Self-efficacy and science achievement of Grade 9 students in South Africa

An important component of an individual’s scientific literacy is a positive attitude towards science. However, emphasis is too often placed on achievement scores rather than attitude. While individuals’ relative levels of problem-solving skills, inherent aptitudes for the subject matter and teaching practices are conveyed through achievement scores, attitudes to science convey individuals’ emotional evaluation of the subject. Attitudes have a strong impact on behaviour: through either facilitating the learning process or hindering it. Furthermore, attitudes towards science reflect the culture which exists within a school, as well as the wider social context within which learning takes place. As a result, understanding attitudes is a key component of the interpretation of achievement results. We used data from 12 514 Grade 9 students in South Africa who participated in the 2015 Trends in International Mathematics and Science Study to investigate students’ self-efficacy in science. Multiple linear regression analyses were used to address the following key research questions: (1) What is the relationship between self-efficacy and science achievement for Grade 9 students in South Africa? and (2) What are the contextual factors associated with the self-efficacy of Grade 9 students in South Africa? The findings reveal a positive relationship between self-efficacy and science achievement and suggest a need to also focus on non-cognitive aspects in order to improve science achievement.

**Significance:**
- The study contributes to understanding the determinants of science performance at school.
- The findings highlight the importance of non-cognitive dimensions in science achievement at school.
- The findings have policy implications for education programmes and teachers in relation to interventions which incorporate non-cognitive dimensions.

**Introduction**

Science is considered an important area of education in any country, as it contributes to increased science and technology knowledge and increased scientific development in higher education and other related fields, while scientific knowledge has an economic utility and cultural significance. It is therefore concerning that there has been a global decrease in the number of students choosing to pursue science. This shift is particularly apparent in the final years of secondary education. 1,4 South Africa is no exception to this trend. Many students perform poorly in science, and do not choose to continue with it, or may not qualify to study science at university.1,4 A significant amount of science education research has therefore been dedicated to identifying ways to improve the quality of science education, and subsequently increase enrolments in science-related studies at the post-school level.1 In the pursuit of remedying this situation, studies have examined the determinants of science achievement. One of the areas of study has been student attitudes. There has been an increased focus on the need to develop positive attitudes towards science, learning science and scientists.1,5

At a national level, the 2010 and 2013 South African Social Attitudes Survey results showed that generally South Africans expressed positive attitudes about science. However, the statements that measured attitudes about the benefits of science showed a general decline from 1999 when these questions were introduced to the study. An analysis of the items which measured scepticism towards science showed that the South African population seems to have become more cautious about the level of trust they place in science, and more concerned about the impacts of science.4,9

The survey also asked questions related to the attitudes of respondents towards science as a subject at school. The results showed that 41% of South Africans felt that the science learned at school was not useful in their daily lives, while almost a third (30%) did not see its value in their jobs. These findings may indicate that people are unaware of the applications of school science in their daily lives, or that school science is taught in a way that is disconnected from individuals’ daily life experiences.3

Experiences of school science play a critical role in shaping peoples’ attitudes towards the science they are taught at school, as well as science-related topics which they encounter outside of school.1,3,7 Attitudes towards science that are formed early in life may have an impact on the relationships that individuals have as adults with science in general.4 It is therefore important to understand the way in which attitudes are shaped and the associated behaviours in order to enhance science education in South Africa.

Positive attitudes towards science are considered to be a central component of an individual’s scientific literacy, but are often overshadowed by the emphasis placed on science achievement scores.4,9 Although achievement scores provide an understanding of an individual’s aptitude and problem-solving skills, attitudes offer an emotional evaluation of science and are significant determinants of behaviour in relation to the learning process.1,6 In addition, attitudes towards science are a reflection of the school climate and culture, and highlight the social context in which learning takes place.8 As such, understanding attitudes is important in the interpretation of achievement results.
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Creating positive attitudes towards science is a desirable outcome in and of itself; however, positive attitudes are also associated with science-related behaviours both at school and outside of school.\(^1\,\text{7}\)

In the 2015 Trends in International Mathematics and Science Study (TIMSS), Grade 9 students in South African schools scored an average of 358 points on a scale with a mean of 500 and a standard deviation of 100, and ranked last of the 39 participating countries, three of which participated in TIMSS at the Grade 9 level. Only 21% of the 12 514 South African students reported high levels of self-efficacy, with 45% reporting moderate levels and 35% reporting low levels of self-efficacy. Those students who reported high levels of self-efficacy scored 64 points higher in the science achievement test than those who reported low levels.\(^1\,\text{2}\) This finding has negative implications for the continuity of scientific endeavour, as well as for the scientific literacy of future generations, and the country’s innovation economy.

The commitment and motivation to learn science can be influenced by whether students enjoy the subject, attach value to it in terms of its usefulness to both themselves and society, and by their science self-efficacy which relates to their self-confidence in their ability to accomplish science-related tasks and activities. In order to investigate students’ self-efficacy in relation to science, we address two key research questions:

1. What is the relationship between self-efficacy and science achievement for Grade 9 students in South Africa?

2. What are the contextual factors associated with the self-efficacy of Grade 9 students in South Africa?

**Literature review**

Self-efficacy is a core feature of social cognitive theory, which posits that people do not merely respond to influences within their environment, but actively seek out and interpret information in order to make decisions. This human agency relies, in part, on a person’s beliefs in their efficacy to exercise control over their own functioning, as well as events that have an impact on their lives.\(^1\,\text{3}\) The founder of the theoretical underpinnings of self-efficacy, Albert Bandura, stated that self-efficacy relates to a personal expectation of one’s ability to perform in order to reach specific goals.\(^1\,\text{4}\) When applying this to education, the expectation, in turn, affects students’ motivation, interest and performance in a subject. This relates to all subjects, including science. Efficacy beliefs therefore affect how much effort people apply to an activity, how long they will continue when encountering obstacles (persistence), and how resilient they are when confronted with difficult situations.\(^1\,\text{4,}\text{7-}\text{12}\) Resilience contributes to the alleviation of stress and promotes adaptation and the development of skills to cope with adversity and change.\(^1\,\text{4,}\text{15-}\text{17}\)

The sources of self-efficacy can be grouped into four categories:

- **Mastery experience** which results from students engaging in science tasks, interpreting the outcomes of those tasks and using this interpretation to formulate beliefs about capability and capacity to perform the task. Successful outcomes result in confidence.
- **Vicarious experience** which stems from students observing peers performing tasks, and then evaluating their own prospect of success in similar tasks.
- **Social persuasion** which refers to judgements that other people make regarding the capabilities of the student. Positive persuasions build stronger beliefs in capabilities and in the successful attainment of goals.
- **Physiological states** experienced when engaging in science tasks: anxiety, stress or excitement. The degree of confidence is gauged by the physical state that is experienced while engaging in the task.\(^1\,\text{4}\)

Self-efficacy emerges from what students infer from these sources, and teachers can enhance students’ self-efficacy through understanding and utilising these sources.\(^1\,\text{15}\,\text{16}\,\text{Schunk}\,)^{2}\) for example, highlights the impact of modelling (reproducing the strategies and behaviours of one or more models, which may be teachers or peers, and patterning one’s thoughts and beliefs after theirs), goal setting and self-evaluation on self-efficacy. Pajares highlights that teachers should assess and attempt to develop students’ self-efficacy as they progress through school, as these beliefs ‘can have beneficial or destructive influences’.\(^1\,\text{16,}\text{19}\)

**Factors associated with self-efficacy**

The strength of self-efficacy also has an impact on changes in behaviour, as those who have a higher self-efficacy are more likely to exhibit greater persistence in achieving success, no matter what the level of difficulty, and they approach these tasks as challenges to be overcome.\(^1\,\text{2}\) Conversely, those who have low self-efficacy believe that tasks are more difficult than they realistically are, and consequently experience stress and anxiety when facing these challenges.\(^2\) Low self-efficacy beliefs have a negative impact on academic achievement, and can, over time, ‘create self-fulfilling prophecies of failure and learned helplessness that can devastate psychological well-being’.\(^1\,\text{19}\)

Although the findings regarding the link between self-efficacy and science achievement vary, most of the research has shown that there is a significant correlation between the two constructs.\(^1\,\text{16,}\text{24-}\text{26}\) This positive relationship remains across levels of education, and is strongly associated with taking science-related majors and the pursuit of science-related careers.\(^1\,\text{15,}\text{16}\)

Studies have found gender differences related to self-efficacy.\(^1\,\text{5}\) However, this association differs internationally, and has been attributed to differences in the opportunities which are afforded to female individuals.\(^1\,\text{7}\)Britner and Pajares\(^1\,\text{16}\) found that gender differences found in the sources of self-efficacy were minimal. In their study, girls reported greater anxiety about their performance in school science, but were more confident in their ability to manage their studies successfully.

The influence of other attitudes to science, in terms of enjoyment and value, has also been examined. Students’ enjoyment of science and the value they place on it in terms of its usefulness, can affect their commitment and motivation to learn the subject.\(^7\)

The role of the teacher in terms of encouragement, teaching approach and the learning environment they create is also important.\(^1\,\text{16,}\text{27}\) Positive teacher-directed instruction involves the explicit teaching of scientific rules, principles, concepts and strategies for problem-solving. This instruction often includes modelling a variety of examples and guiding students through their review and practice. If students do not have a clear understanding of how a task will look when it is completed, their efforts to complete the task will often be ineffective. Feedback from teachers clarifies areas in which a student is doing well, but may also show how far a student must improve. This feedback is a form of social persuasion.\(^1\,\text{8}\) It refers to judgements that teachers make regarding the capabilities of the student. Positive persuasions build stronger beliefs in capabilities and in the successful attainment of goals. Self-efficacy and achievement may be enhanced through teaching practices that incorporate progress feedback, modelled strategies, self-evaluation and goal setting. Through the use of such methods, teachers can promote improved academic performance and motivation for science.\(^1\,\text{15}\) Resilience is affected by the mindset of students, and students who have the belief, or are taught, that they can develop their intellectual abilities, tend to perform better. Students with a growth mindset therefore persevere when faced with challenges.\(^1\,\text{20}\)

When examining academic achievement in South Africa, the role of socio-economic status (SES) cannot be overlooked. The educational outcomes of students in South African schools are influenced by the socio-economic imbalances which exist in the country. Students attending schools in the richest quintile (quintile 5) significantly outperform students from schools in the other four quintiles.\(^1\) Further important factors are parental involvement and attitudes, with students from family environments in which parents highly value science being more likely to achieve well in science.\(^1\,\text{3}\) Various forms of parental involvement have been found to be associated with self-efficacy, including involvement in school functions and extra-curricular activities, modelling persistence and teaching children how to cope with difficulties, encouraging children to try various activities and supporting their efforts,
and providing an environment that allows for mastery experiences and stimulates curiosity.\textsuperscript{33-34} Students from high SES families are more likely to achieve better results in science\textsuperscript{35,36}, and students who attend schools where their peers come from higher SES families also outperform their peers at schools with lower concentrations of wealth.\textsuperscript{37} Students from families with higher SES have more home resources, such as computers and books, as well as ‘social capital’ in terms of supportive relationships among schools and individuals which highlight societal norms and values, which lead to school success.\textsuperscript{34,35,36}

**Methodology**

The data used for this article were from the TIMSS 2015 study conducted by the International Association for the Evaluation of Educational Achievement (IEA). The sampling procedure followed a two-stage stratified cluster sample design.\textsuperscript{40} In the first stage the population of South African schools that offered Grade 9 classes in 2013 was stratified according to province, type of school (public or independent) and language of instruction.\textsuperscript{39,40} Schools were then sampled using a systematic random sampling approach. In the second stage of sampling, intact classes were selected with equal probability from each participating school.\textsuperscript{40} The 2015 sample consisted of 12 514 students in 292 schools.

**Measures and variables**

This section details the variables that were used and prepared for inclusion in regression analyses for the purpose of addressing the research questions. In the TIMSS contextual questionnaire for students, questions fall within three broad measures of attitudes and self-belief. These measures include students enjoying science, valuing science and self-efficacy in science. The scaled index for self-efficacy was created by the IEA from the following statements: ‘I usually do well in science’; ‘Science is not one of my strengths’; ‘I learn things quickly in science’; ‘Science is harder for me than any other subject’; ‘I am good at working out difficult science problems’ (all indicating mastery experience); ‘Science is more difficult for me than for many of my classmates’ (vicarious experiences); ‘My teacher tells me I am good at science’ (social persuasion); ‘Science makes me confused’ (physiological states).\textsuperscript{12} Indices for enjoyment of and valuing science were also created in a similar fashion by the IEA. The enjoyment index was created from the following statements: ‘I enjoy learning science’; ‘Science is boring’; ‘I like science’; ‘I wish I did not have to study science’; ‘I learn many interesting things in science’; ‘I look forward to going to science in school’; ‘Science teaches me how things work in the world’; ‘I like to conduct science experiments’; and ‘Science is one of my favourite subjects’.\textsuperscript{12}

The valuing index was created from the following statements: ‘I think learning science will help me in my daily life’; ‘I need science to learn other school subjects’; ‘I need to do well in science to get into the university of my choice’; ‘I would like a job that involves science’; ‘I need to do well in science to get the job I want’; ‘Learning science will give me more job opportunities when I am an adult’; ‘It is important to learn about science to get ahead in the world’; ‘My parents think that it is important that I do well in science’; and ‘It is important to do well in science’\textsuperscript{12}. The valuing index was associated with a 7 scale score point increase in science achievement \((B=7.29, p<0.01)\). Interestingly, valuing science was associated with student contextual factors. Student measures that were statistically significant at the 95\% \((p<0.05)\) and 99\% \((p<0.01)\) confidence levels were identified. The first model explains the association between science performance and self-efficacy while controlling for attitudinal factors including enjoying science and valuing science as well as gender, age, square of age and home SES. In the second model, we investigated the association between self-efficacy and students’ home and school experiences controlling for home SES, science performance, gender, age and the square of age. The data analysis was done with SPSS version 24 and the IEA International Database (IDB) Analyzer (version 3.1.17), which is a plug-in for SPSS developed by the IEA specifically to analyse data from IEA surveys. The software takes into account the complex sample design and makes use of plausible value technology. The IDB Analyzer generates SPSS syntax that takes into account the sampling design in the computation of sampling variance, and the plausible values used to compute achievement scores. The IDB Analyzer enables the calculation of descriptive statistics and conducts statistical hypothesis testing among groups in the population without the need for programming code.\textsuperscript{41} All models estimated in our analysis rely on this procedure.

**Results**

Table 1 sets out the means and standard deviations of the variables and constructed indices. Table 2 represents the results of the multiple regression analysis conducted to test if self-efficacy significantly predicts overall science performance. This model accounted for 27\% of the variance in science achievement \((adjusted \ R^2=0.27, p<0.00)\). The gender, home SES and age variables behave as expected. On average, girls tended to score almost 6 points lower than boys \((B=-5.86, p<0.01)\) and each additional home asset was associated with a 31-point increase in science scores \((B=30.86, p<0.01)\). The findings regarding age show that science achievement is positively associated with age \((B=90.82, p<0.01)\) up to a point but as students get older (above the grade appropriate age), the effect of age is negative \((B=-3.72, p<0.01)\). After taking into account other key background characteristics such as gender, age and home SES, as well as other measures of attitude, self-efficacy still had a significant positive association with science achievement. Every standard deviation increase in the self-efficacy index was associated with a 7 scale score point increase in science achievement \((B=7.29, p<0.01)\). Interestingly, valuing science was associated with a decrease in science achievement. This finding...
suggests that valuing science alone is not a strong enough attitude to ensure that students perform well in science. This result highlights the need to focus on encouraging the enjoyment of science, as well as building students’ self-efficacy in science.

Table 3 presents results of the second model – a multiple regression analysis conducted to determine the contextual factors associated with self-efficacy. This model accounted for 31% of the variance in self-efficacy ($R^2 = 0.31$, $p < 0.00$). The model shows that after controlling for gender, age and home SES, interaction between teachers and students (classroom experiences) had the highest effect on self-efficacy ($\beta = 0.51$, $p < 0.01$), science achievement had the second highest effect ($\beta = 0.17$, $p < 0.01$) and parents checking homework had a very low ($\beta = 0.04$, $p < 0.05$) but significant effect on self-efficacy.

Students were asked how often certain activities took place at home. These activities included parents wanting to know what was learned at school and parents checking homework, and ensuring that time was set aside for homework. The responses to these questions reflected the different levels of engagement between parents and students. The act of parents checking whether homework was done was found to be positively associated with the expression of self-efficacy by students. Students whose parents checked their homework had a 0.04 of a standard deviation score higher for self-efficacy than students whose parents did not check their homework, with all other factors in the model taken into account ($p < 0.05$). This relationship remained, even when factors such as science achievement, home SES and gender were taken into account. This finding points to a need to raise awareness among parents and caregivers of the importance of engaging with students about their homework and reading about science. Higher levels of home SES were related to more positive attitudes about science.

Classroom experiences, as measured by classroom interactions between students and teachers, were assessed by examining instructional practices. The focus of the items that constituted the index was the degree of engagement between student and teacher. It was found that positive classroom interactions were significantly associated with increases in self-efficacy ($\beta = 0.51$, $p < 0.01$).

The influence of gender is striking. When factors such as science achievement, home SES and classroom experiences were controlled for, girls were less likely to have confidence in their ability to learn science ($\beta = -0.05$, $p < 0.05$).

### Table 1: Descriptive statistics of predictor variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>N  = 12 514</th>
<th>Continuous variable</th>
<th>Dummy variable</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>Science achievement</td>
<td>372</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>10.20</td>
<td>1.95</td>
<td></td>
</tr>
<tr>
<td>Enjoy learning science</td>
<td>10.64</td>
<td>1.93</td>
<td></td>
</tr>
<tr>
<td>Value science</td>
<td>10.85</td>
<td>1.90</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>15</td>
<td>1.22</td>
<td></td>
</tr>
<tr>
<td>Age$^2$</td>
<td>249</td>
<td>39.56</td>
<td></td>
</tr>
<tr>
<td>Home socio-economic status</td>
<td>2.91</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>Gender (girl)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parents ask me what I am learning in school</td>
<td>63</td>
<td>37</td>
<td></td>
</tr>
<tr>
<td>Parents make sure that I set aside time for my homework</td>
<td>66</td>
<td>34</td>
<td></td>
</tr>
<tr>
<td>Parents check if I do my homework</td>
<td>57</td>
<td>43</td>
<td></td>
</tr>
</tbody>
</table>

Authors’ own calculations from the TIMSS 2015 database

### Table 2: Multiple regression results investigating the association between science performance and self-efficacy

<table>
<thead>
<tr>
<th>Explanatory variable</th>
<th>Regression coefficient</th>
<th>Regression coefficient (s.e)</th>
<th>Regression coefficient (t-value)</th>
<th>Standardised coefficient</th>
<th>Standardised coefficient (s.e)</th>
<th>Standardised coefficient (t-value)</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (girl)</td>
<td>-5.86</td>
<td>1.90</td>
<td>-3.08</td>
<td>-0.05</td>
<td>0.02</td>
<td>-3.03</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Age</td>
<td>90.82</td>
<td>25.49</td>
<td>3.56</td>
<td>1.03</td>
<td>0.29</td>
<td>3.61</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Age$^2$</td>
<td>-3.72</td>
<td>0.78</td>
<td>-4.74</td>
<td>-1.37</td>
<td>0.28</td>
<td>-4.88</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Home socio-economic status</td>
<td>30.81</td>
<td>2.92</td>
<td>10.57</td>
<td>0.27</td>
<td>0.02</td>
<td>12.96</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Enjoy science</td>
<td>16.58</td>
<td>2.58</td>
<td>6.42</td>
<td>0.16</td>
<td>0.03</td>
<td>6.16</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Value science</td>
<td>-14.23</td>
<td>2.10</td>
<td>-6.78</td>
<td>-0.14</td>
<td>-0.02</td>
<td>-6.32</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>7.29</td>
<td>2.63</td>
<td>2.77</td>
<td>0.07</td>
<td>0.02</td>
<td>2.83</td>
<td>&lt;0.05</td>
</tr>
<tr>
<td>Constant</td>
<td>-232.98</td>
<td>208.98</td>
<td>-1.11</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Authors’ own calculations from the TIMSS 2015 database
Students may therefore be inclined to judge their progress in relation to their own standards rather than in comparison with their classmates’ progress (vicarious experience). Encouraging a growth mindset, in which students are taught that they can develop their intellectual abilities over time, thereby encouraging resilience when encountering challenges, may provide a piece of the puzzle. This requires fostering a school culture in which students are encouraged and teachers are provided with the knowledge and skills to enable them to cultivate their students’ self-efficacy.

Outside of the classroom environment, parental involvement in checking homework was found to be related to students’ self-efficacy. This finding is consistent with other studies which have found that various forms of parental involvement are associated with students’ self-efficacy. This finding also highlights a need to further involve parents and caregivers in their children’s science learning and emphasises their role in engaging with students about their homework and reading about science. School policies should focus on encouraging the active involvement of parents in the educational process. In line with other studies, we found that higher levels of home SES were related to more positive attitudes about science. This result is a concern, as a large percentage of South African students come from households with low home SES. Encouraging positive classroom interactions and parental involvement for all students, and particularly those of lower socioeconomic status, is therefore critical for increasing students’ self-efficacy.

The stereotypical view is that doing science is more consistent with a male self-image than with a female one. We examined whether a gender-related image of science impacted the self-efficacy that students expressed towards science. Unlike the findings of Britner and Pajares, we found that when factors such as science achievement, home SES and classroom experiences were controlled for, girls still reported lower levels of self-efficacy than did boys. This may be a result of the ‘traditional’ gender roles which are ingrained in society, where science has historically been seen as a career for men rather than women. This low level of self-efficacy may have future implications for subject choice and the representation of women in science, technology, engineering and mathematics (STEM) careers and the continued gender bias in STEM endeavours. Particular attention must be paid to inequalities between the genders in relation to their self-efficacy.

In order to promote self-efficacy in science, classroom teaching should incorporate practices which motivate students and enhance their confidence in their abilities. Children rely on the judgment of others to make their own assessments of confidence and self-value (social persuasion). As such, teachers have a responsibility, beyond classroom instruction, to nurture the self-beliefs of their students. Teachers should also aim to increase their students’ confidence as they progress through school, starting as early as possible so that self-efficacy is developed as a habit.

Providing students with complex, meaningful tasks that can be mastered while offering support and encouragement may help to develop students’ self-efficacy (through mastery experience). Individualised classroom structures and instructions which are tailored to the academic capabilities of students may minimise social comparisons. Students may therefore be inclined to judge their progress in relation to their own standards rather than in comparison with their classmates’ progress (vicarious experience). Encouraging a growth mindset, in which students are taught that they can develop their intellectual abilities over time, thereby encouraging resilience when encountering challenges, may provide a piece of the puzzle. This requires fostering a school culture in which students are encouraged and teachers are provided with the knowledge and skills to enable them to cultivate their students’ self-efficacy.

Discussion and conclusion

The aim of our study was to determine the degree to which self-efficacy beliefs are associated with science achievement of a sample of Grade 9 students in South Africa. In addition, we examined contextual factors that may shape science self-efficacy in these students. Self-efficacy was found to be positively associated with achievement. This finding is consistent with a number of studies such as Britner and Pajares, Singh et al., Juan et al. and Sabah and Hammouri. Higher levels of enjoyment, which had the highest association with science achievement compared with the other two attitudinal indices (value and self-efficacy in science), and improved self-efficacy, may therefore translate into more effort being put into learning and understanding school science.

The second model examined the contextual shapers of self-efficacy. The importance of positive classroom experiences in relation to the engagement between teachers and students was highlighted. The implication is that, at the school level, it is crucial to invest in approaches that inculcate positive attitudes and learning behaviours, and to view this as a key goal of quality education. Students spend the majority of their time at school, and schools are therefore the primary settings for developing students’ self-efficacy. Schools should develop policies that highlight the crucial role that teachers play in shaping attitudes towards science, and ensure that techniques are employed to foster positive attitudes in general and self-efficacy in particular.

In order to promote self-efficacy in science, classroom teaching should incorporate practices which motivate students and enhance their confidence in their abilities. Children rely on the judgement of others to make their own assessments of confidence and self-value (social persuasion). As such, teachers have a responsibility, beyond classroom instruction, to nurture the self-beliefs of their students. Teachers should also aim to increase their students’ confidence as they progress through school, starting as early as possible so that self-efficacy is developed as a habit.

Providing students with complex, meaningful tasks that can be mastered while offering support and encouragement may help to develop students’ self-efficacy (through mastery experience). Individualised classroom structures and instructions which are tailored to the academic capabilities of students may minimise social comparisons. Students may therefore be inclined to judge their progress in relation to their own standards rather than in comparison with their classmates’ progress (vicarious experience). Encouraging a growth mindset, in which students are taught that they can develop their intellectual abilities over time, thereby encouraging resilience when encountering challenges, may provide a piece of the puzzle. This requires fostering a school culture in which students are encouraged and teachers are provided with the knowledge and skills to enable them to cultivate their students’ self-efficacy.

Table 3: Multiple regression results investigating the association between self-efficacy and contextual factors

<table>
<thead>
<tr>
<th>Explanatory variables</th>
<th>Regression coefficient</th>
<th>Regression coefficient (s.e)</th>
<th>Regression coefficient (t-value)</th>
<th>Standardised coefficient</th>
<th>Standardised coefficient (s.e)</th>
<th>Standardised coefficient (t-value)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (girl)</td>
<td>-0.05</td>
<td>0.02</td>
<td>-2.81</td>
<td>-0.04</td>
<td>0.02</td>
<td>-2.84</td>
<td>&lt;0.05</td>
</tr>
<tr>
<td>Age</td>
<td>-0.35</td>
<td>0.20</td>
<td>-1.70</td>
<td>-0.41</td>
<td>0.23</td>
<td>-1.75</td>
<td></td>
</tr>
<tr>
<td>Age²</td>
<td>0.01</td>
<td>0.01</td>
<td>1.52</td>
<td>0.36</td>
<td>0.23</td>
<td>1.56</td>
<td></td>
</tr>
<tr>
<td>Home socio-economic status</td>
<td>0.05</td>
<td>0.01</td>
<td>4.40</td>
<td>0.05</td>
<td>0.01</td>
<td>4.32</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Science achievement</td>
<td>0.00</td>
<td>0.00</td>
<td>8.59</td>
<td>0.17</td>
<td>0.02</td>
<td>8.29</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Parents ask what has been learnt in school</td>
<td>0.00</td>
<td>0.01</td>
<td>0.19</td>
<td>0.00</td>
<td>0.01</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td>Parents make sure that time is set aside for homework</td>
<td>0.01</td>
<td>0.01</td>
<td>0.91</td>
<td>0.01</td>
<td>0.01</td>
<td>0.91</td>
<td></td>
</tr>
<tr>
<td>Parents check if homework is done</td>
<td>0.04</td>
<td>0.02</td>
<td>2.33</td>
<td>0.04</td>
<td>0.02</td>
<td>2.37</td>
<td>&lt;0.05</td>
</tr>
<tr>
<td>Classroom experiences</td>
<td>0.51</td>
<td>0.02</td>
<td>31.01</td>
<td>0.51</td>
<td>0.01</td>
<td>48.79</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Constant</td>
<td>2.33</td>
<td>1.68</td>
<td>1.39</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td></td>
</tr>
</tbody>
</table>

Author’s own calculations from the TIMSS 2015 database
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Metafrontier analysis of commercial and smallholder tomato production: A South African case

South African agriculture is a dualist agricultural system with well-developed commercial farmers and resource-poor smallholder farmers. In an effort to address the dualist nature of agriculture, the South African government has developed a strategic plan to assist smallholder farmers in entering commercial markets. The strategic plan aims to advance subsistence and smallholder farmers into commercial production through improved resource management for sustainable food security and smallholder livelihood. However, the productivity of smallholder farmers continues to be very low compared with that of commercial farmers. Our aim was to compare tomato productivity for commercial and smallholder tomato farmers in the Nkomazi area (Mpumalanga Province) using a metafrontier analysis. We used an output-oriented data envelopment analysis metafrontier approach and the Tobit model to investigate smallholder and commercial farmers’ technical efficiencies and related factors which affect tomato production. Results indicate that smallholder farmers have high levels of technical efficiency compared to the group frontier (0.74), but they are less technically efficient compared to the metafrontier (0.51). The group efficiencies of the smallholder farmers also showed a large variation ranging from 3% to 100%, while commercial farmers have high levels of efficiency compared to both the group frontier (0.89) and the metafrontier (0.88). Results from the Tobit regression indicate that farmers’ managerial decisions are an important determinant of their technical efficiency. We conclude that smallholder farmers first need to increase their level of technical efficiency relative to their peers before aiming to compete with commercial farmers.

Significance:
- Smallholder farmers should first improve their resource use efficiency compared to their fellow smallholder farmers before they consider comparing themselves against the commercial farmers.

Introduction

The structure of the agricultural sector in South Africa is dualistic in nature, with the sector comprising the well-developed commercial sector and the resource-poor smallholder farmers.1 Sandrey and Vink2, as cited by Tshuma3, argue that the commercial sector in South Africa consists of a few very big, successful and profit-oriented farmers who mostly use advanced production technology. The smallholder-farming sector is, however, dominant in rural areas of South Africa where about 70% of the poorest households are found.4 According to the National Department of Agriculture5,6 commercial agriculture follows a more capital-intensive growth path while substantial agricultural resources lie unused or underutilised in rural areas.

In 2001, a strategic plan for South African agriculture was established7 with the vision of a united and prosperous agricultural sector. The vision was designed to bridge the inherent dualism and to maximise the contribution of the agricultural sector for economic growth and development. Since then the Department of Agriculture, Forestry and Fisheries8 developed a strategic plan to assist smallholder farmers to enter commercial markets. The strategic plan aims to advance subsistence farmers into commercial production through improved resource management for sustainable food security and smallholder livelihood. However, the productivity of smallholder farmers continues to be very low compared with that of commercial farmers.9

Others2,8 have argued that smallholder farmers’ productivity could be improved by improving the technological application of resources. They further argued that yield could be improved by increasing technical efficiency of production, without involving additional production resources and without adopting new technology. Most studies estimate technical efficiency levels and identify the sources of inefficiency for smallholder farmers2,10 or commercial farmers11,12. Studies that compare smallholder and commercial farmers’ technical efficiencies within vegetable production are limited. Murthy et al.13 estimated technical and scale efficiencies for tomato producers in Karnataka, considering different farm sizes (small, medium and large farms), with the use of a data envelopment analysis (DEA). The estimated efficiency levels were 77.7% for small farms, 82.5% for medium farms and 72.9% for large farms. The results showed that an optimal farm size would result in higher technical efficiency levels. They concluded to pool the data to estimate the metafrontier (average efficiency score of 86.7%), but failed to compare the results for the various sized farms against the metafrontier.

Some of the studies conducted within South Africa include those of Mkhabela14 and Khaile15. Mkhabela14 used a stochastic production function (SFA) approach to investigate vegetable production for small- and large-scale farmers. Mkhabela identified vegetable farmers who produce on an area smaller than 1 ha as small-scale farmers, while those who produce on more than 1 ha as large-scale farmers, and found that large-scale farmers were technically more efficient in vegetable production than were small-scale producers. Khaile15 used a DEA approach to estimate technical efficiencies of small- and large-scale raisin producers in Eksteenburgh. Khaile used
separate optimisations to estimate technical efficiencies for small- and large-scale producers and also found large-scale producers to be more efficient than small-scale producers. The main drawback of the abovementioned studies is that they failed to account for differences in production technology when comparing the production systems. Chen and Song\(^{26}\) stated that differences in farming technologies could change the production frontier. Therefore, technical efficiencies from different production frontiers are not comparable. The metafrontier model\(^{26}\) makes it possible to calculate comparable technical efficiencies for agricultural farms that operate under different technologies.

The main aim of this study was to compare tomato productivity of commercial and smallholder tomato farmers in the Nkomazi area, Mpumalanga, using a metafrontier analysis. Smallholder and commercial farmers in Nkomazi operate under different production environments, using different technologies to produce tomatoes. Information on commercial and smallholder farmers’ production efficiency can help identify strategies to move smallholder farmers into commercial markets.

For this study, smallholder farmers were defined by their limited resource endowment compared to other farmers in the agricultural sector. These farmers were classified as farmers who produced on a very small piece of land, relied mostly on family labour, and produced primarily for home consumption. Commercial farmers produced primarily for a market, had access to productivity-improving resources, and used hired labour.

Data and procedures

The data for the research were collected from smallholder and commercial tomato farmers in the Nkomazi local municipality located in the Mpumalanga Province of South Africa. Data were collected with the use of a structured questionnaire. Personal interviews were conducted with farmers during May/June 2015 for the 2014/2015 tomato production season. The study was approved by the Ethics Committee of the Faculty of Natural and Agricultural Sciences of the University of the Free State (UFS-HSD2018/0934).

Study area

The Nkomazi region is known for its dual agriculture system which consists of commercial and smallholder farming. The area has also been described to be among the areas with the highest agricultural potential in South Africa.\(^{28}\) The local municipality is situated within the eastern part of the Ehlanzeni District municipality. The Nkomazi region experiences frost free winters with an average minimum temperature of about 8 °C, which allows production of vegetables and subtropical fruit.\(^{29}\) The municipality falls within the summer rainfall region with the rainy season normally lasting from October to March. The estimated mean rainfall for the municipal area varies between approximately 500 mm and 1 600 mm per annum.\(^{27}\) Summers are very hot and humid with an average maximum temperature of about 33 °C.\(^{26}\) The extreme maximum temperature is 41.7 °C and the extreme minimum -2.0 °C. The climatic conditions of Nkomazi are suitable for tomato production as tomatoes are a warm season crop that is sensitive to frost. The study area was chosen because of its distinctiveness with regard to agricultural potential. Moreover, the Nkomazi area, known as Malelane, is the main area of tomato production in Mpumalanga.

Sampling procedure and data collection

A total of 102 tomato farmers were purposively selected and interviewed using a structured questionnaire. The group of sampled farmers consisted of 65 smallholder and 38 commercial farmers. After outliers were removed from the data the sample size was reduced to a total of 87 farmers of which 52 were smallholder farmers and the remaining 35 were commercial farmers. Production data collected with the questionnaire were the amount of tomatoes produced (kg/ha), fertiliser use (kg/ha), water use (number of irrigations in a season), seedlings (number of seedlings/ha), labour use (man-days/ha), and the amount of land used for tomato production (ha). The questionnaire also covered socio-economic, institutional and management factors, which were hypothesised to influence technical efficiency of farmers.

Theoretical framework

Specifying the production frontier

Others\(^{22–25}\) have used both parametric and non-parametric methods to estimate technical efficiency. Both the parametric and non-parametric approaches share a common objective in that a benchmark needs to be identified to test the performance of the rest against that of the best.\(^{21}\) The commonly used methods or models for measuring technical efficiency are the stochastic production function and DEA. The former uses econometric methods whereas the latter uses linear programming techniques.\(^{26}\) As the stochastic production function and DEA use different methods to fit or determine the frontier, they accommodate differently for random noise and for flexibility in the structure of production technology.\(^{23}\)

Although both techniques have their advantages and disadvantages, DEA was used in the current study because it does not require specification of a production function and therefore avoids model misspecification.\(^{26}\) Because the aim of this study was to investigate smallholder and commercial tomato production using current input levels, an output-orientated variable-returns-to-scale model was used to estimate technical efficiency. The output-oriented model allows for the expansion of the amount of tomatoes produced without increasing resource use. The linear programming models for both smallholder and commercial farmers were solved separately using the Benchmarking Package\(^{29}\) of R\(^{29}\). The DEA model used to determine farmers’ technical efficiency was specified as follows:

\[
\max_{\theta_k} \theta_y \quad \text{s.t. } \begin{align*}
\theta_y x_k' Y_k \lambda_k &\leq 0 \\
\sum_{k=1}^{K} \lambda_k &\leq 1 \\
\lambda_k &\geq 0
\end{align*}
\]

Equation 1

where \(\theta_y\) is the estimated technical efficiency that shows by how much the output (\(y\)) of the \(r\)th farm in the \(k\)th frontier (smallholder or commercial group) can increase using the same level of inputs (\(x\)); \(y_k\) is a vector (\(m \times 1\)) of tomato output produced by the \(r\)th farm in group \(k\); \(x_k\) is a vector (\(k \times 1\)) of inputs used by the \(r\)th farm in group \(k\); \(Y_k\) is the tomato output matrix (\(n \times m\)) for all \(L_k\) tomato farms in group \(k\); \(X_k\) is the tomato input matrix (\(n \times k\)) for the \(L_k\) tomato farm in group \(k\); and \(\lambda_k\) is a multiplier weight used to weight the input–output decisions of a farmer. The restriction \(\sum \lambda_k = 1\) allows variable returns to scale. Because Equation 1 estimates output efficiency, the estimated measure of technical efficiency (\(\theta_y\)) ranges from one to infinity. From this score, the technical efficiency of each farmer in each group is estimated as:

\[
TE = \frac{1}{\theta_y}
\]

Equation 2

where \(TE\) defines a technical efficiency score that varies between zero and one. Values of the efficiency score (Equation 2) less than one indicate that output could increase through efficiency gains, without changing the levels of the inputs. The DEA model is estimated \(K\) times (once for smallholder and once for commercial tomato farmers), because the smallholder and commercial farmers use heterogeneous technologies. Smallholder and commercial tomato farmers are distinct from one another, because they face different constraints, have different resource endowments, and different opportunities for growth. As a result, the estimated technical efficiencies of heterogeneous groups cannot be compared. The performance of the smallholder and commercial tomato farmers can only be compared when taking the metafrontier as a reference.

Specifying the metafrontier to estimating technical efficiencies

Comparison of \(TE\) estimated in Equation 2 could be misleading as the smallholder and commercial farmers do not use the same technology. Therefore, we applied a metafrontier approach to compare technical efficiency of smallholder and commercial farmers. A convex metafrontier...
was fitted using the pooled data (L = \sum L_i) to estimate the farmers' technical efficiencies relative to a common benchmark (the metafrontier). The linear programming model for the pooled data solved using the Benchmarking Package\textsuperscript{35} of RE\textsuperscript{36} was specified as:

\begin{equation}
\begin{align*}
\max_{\lambda, W_i, \delta_i} & \quad W_i \lambda_i \\
\text{s.t.} & \quad W_i \delta_i - B \lambda_i \leq 0, \\
& \quad A \lambda_i - a \leq 0, \\
& \quad \sum_i \lambda_i = 1 \\
& \quad \lambda_i \geq 0 
\end{align*}
\end{equation}

where $W_i$ is the technical efficiency estimated for every tomato farmer in the pooled sample; $b$ represents the $M \times 1$ vector of output produced by the $i$th farm; $a$ represents the $N \times 1$ vector of inputs used by the $i$th farm; $B$ represents the $M \times L$ matrix of output produced for all $L$ farms; and $A$ represents the $N \times L$ matrix of inputs used by all $L$ farms. The metafrontier DEA model follows the same mathematical approach as the group frontiers, with only the size of decision-makers ($L$) changing. Equation 4 was used to estimate the technical efficiencies relative to the metafrontier ($TE^*$):

\begin{equation}
TE^* = \frac{1}{W_i} 
\end{equation}

The metafrontier will never be below the group frontiers; hence, it captures the unrestricted technology set by enveloping the group frontiers.\textsuperscript{28} This implies that even if farmers are technically efficient compared with their own peers in group $k$, they are not necessarily efficient when assessed against the metafrontier.

Specifying the inefficiency model

James Tobin first introduced the Tobit regression model in 1958.\textsuperscript{37} The Tobit regression is a censored regression model. A censored model implies that the dependent variable is limited by a maximum or minimum value or both.\textsuperscript{28} A Tobit model is preferred for cases in which the dependent variable is restricted in some way.\textsuperscript{29} The estimated technical efficiency score is a censored variable with a lower limit of zero (0) and an upper limit of one (1), therefore the Tobit regression model is well suited to estimate the factors affecting farmers' sources of efficiency. The Tobit regression model has also been used in a number of studies\textsuperscript{30-41} to determine the factors affecting variation in technical efficiency of farmers.

In the current study, a Tobit model was used to identify sources of variation in technical efficiency for smallholder and commercial tomato farmers. For both regression models, the selected variables were regressed against the technical efficiency scores obtained with Equation 2. The Tobit regression model used to determine the factors that improved the efficiency levels of the smallholder and commercial tomato farmers were specified as:

\begin{equation}
TE^* = \delta_i + \sum_{k=1}^{10} \delta_k Z_k + \varepsilon_i 
\end{equation}

where $TE^*$ is the technical efficiency score estimated for farmer $i$ in group $k$ using Equation 2; $\delta_i$ is the constant term; $\delta_k$ is the vector of unknown parameters to be estimated; $Z_k$ represents the variable that may influence the efficiency; and $\varepsilon_i$ is the error term. The Tobit models were estimated using Stata.\textsuperscript{42}

Empirical application

Estimating efficiencies

The group frontiers (smallholder and commercial) and the metafrontier were estimated with the use of the production information obtained with the structured questionnaire. The output variable used in the DEA was tomato output measured in tonne/ha. While the input variables consisted of farmers’ fertiliser use (measured in kg/ha), number of seedlings planted on a hectare of land (#seedlings/ha), and area under tomato production (ha). Farmers were also asked to indicate the volume of water used for irrigation during the production season.

However, because farmers did not know the actual volume of irrigation water applied (mm), they were asked to indicate the number of irrigation sessions during the production season (#irri/season). Farmers were also asked to indicate the number of labours employed during the production season. Typically smallholder farmers rely on family labour to produce crops while commercial farmers use hired labour. In this study, both family labour and hired labour were considered for the estimation of the technical efficiencies of tomato farmers. Although the farmers who used family labour did not necessarily pay for labour, there was still an opportunity cost for the family labour (i.e. missed opportunity to increase off-farm income). Furthermore, these farmers still had non-family members who assisted with production activities. As few farmers knew how many hours of labour were spent on tomato production, they were asked to indicate labour use in terms of man-days used to produce tomatoes (man-days/ha). The average, standard deviation, minimum and maximum amounts of tomatoes produced and inputs used by smallholder and commercial tomato farmers are presented in Table 1.

The data showed that smallholder farmers used on average 197 kg/ha of fertiliser, 26 irrigation sessions in a season, 975 seedlings/ha, 755 man-days/ha and 0.3 ha to produce 5 tonnes of tomatoes on a hectare. Commercial farmers used 412 kg/ha of fertiliser, 21 irrigation sessions, 20 170 seedlings/ha, 336 man-days/ha to produce 96 t/ha on 5 ha of land. Data indicated that commercial farmers used more fertiliser, seedlings and land to produce more tomatoes. More importantly, the commercial farmers used fewer irrigation sessions and less labour to produce more tomatoes compared to the smallholder farmers. The reader is reminded that irrigation is measured as the number of irrigation sessions during a production season and not volume of irrigation water applied. Investigation of the farmers’ irrigation practices revealed that smallholder farmers used predominantly watering cans and buckets to water tomato plants and irrigated the plants when the crop or soil appeared dry, whereas the commercial farmers used irrigation technology (e.g. drip irrigation) and a fixed irrigation schedule. The commercial farmers indicated that they irrigated tomato plants every 3–4 days. It is therefore possible that the smallholder farmers applied water every day or every other day; resulting in a higher number of irrigation sessions compared to those of the commercial farmers.

Explaining technical inefficiencies

The questionnaire included questions on socio-economic, institutional and management factors that were hypothesised to affect the farmers’ level of technical efficiency. These variables were regressed against the technical efficiency scores estimated with Equation 2. Because the smallholder and commercial farmers were dealt with separately in the estimation of the efficiencies, two regressions were estimated to explain the sources of inefficiencies. The hypothesised variables, the description of the explanatory variables, and the expected relationship to technical efficiency are given in Table 2.

The socio-economic variables considered in this study included education, experience in tomato production, gender of farm manager (decision-maker), and access to off-farm income. Education and experience were included as continuous variables for which the farmer indicated their age and experience in tomato production in years. Gender of the farm manager was a binary variable, for which 1 indicated male and 0 indicated female. Farmers were asked to indicate if they had access to off-farm income, for which 1 indicated access and 0 no access. The sources of off-farm income were government grants and money sent home by family members who worked in nearby towns or cities.

The farmers were also asked to indicate if they produced tomatoes on rented (coded as a 1) or owned land (0). The expectation was that farmers who used rented land would aim to increase farm profit through better management of resources, in other words that they would aim to maximise technical efficiency. To determine farmers’ management practices, farmers were asked to indicate the number of times they applied fertiliser and if they had access to sufficient irrigation water (sufficient water indicated by a 1) to fulfil the crop water requirement. Farmers were also asked to indicate if they used advanced irrigation technologies (1 for drip irrigation) that would increase water use efficiency.
Most smallholder farmers used either buckets or cans and flood irrigation to irrigate tomatoes. The farmers were therefore not certain whether they provided the crop with adequate water, which could have affected the amount of tomatoes produced. The presence of a more advanced irrigation technology was therefore expected to increase technical efficiency.

Farmers were asked to indicate if they were able to plant tomatoes in a timely manner (1 indicated ability to plant in a timely manner and 0 not). Lastly, farmers were asked to indicate if they used staking to reduce the occurrence of tomato diseases and pests (1 indicated the use of staking, 0 otherwise). It was expected that the use of staking would increase tomato production and thereby increase technical efficiency.

Results and discussion

Technical efficiency of the group frontiers

The technical efficiency scores of the smallholder and commercial tomato farmers are presented in Figure 1 as a cumulative density function (CDF).46
The CDF indicated the technical efficiency scores as a continuous distribution that could be investigated. The CDF indicated that technical efficiencies of smallholder tomato farmers ranged from 3% to 100%. The difference between the lowest and the highest efficiency scores indicated that resource use efficiency differed greatly among smallholder tomato farmers. The estimated average technical efficiency score of smallholder tomato farmers was 74%, with a standard deviation of 35%. The average efficiency score revealed that smallholder tomato farmers had the potential to increase tomato output by 26% (1-0.74) using their current farm resources and technologies. About half (52%) of the smallholder farmers operated on the efficiency frontier (TE = 1) while the remaining 48% operated under the efficiency frontier (TE < 1).

Surprisingly, only 43% of the commercial farmers operated on the frontier while the majority (57%) were not operating on the efficiency frontier. However, the variation in the estimated efficiency scores for the commercial farmers was low, with an average of 89% and a standard deviation of 13%. In addition, a staggering 95% of the commercial farmers had a technical efficiency score above 60%, while only 70% of the smallholder farmers had technical efficiency scores above 60%.

The average technical efficiency scores of smallholder (74%) and commercial farmers (89%) were higher than the respective 69% and 65% reported by Enwerem and Ohajianya\(^{66}\) for rice farmers in Nigeria. Mburo et al.\(^{46}\) in their analysis of economic efficiency of wheat farmers in Kenya found slightly higher technical efficiency scores for smallholder (85%) and large-scale (91%) farmers. Similarly, Khall\(^{22}\) also found that commercial raisin farmers in Eksteenskull, South Africa, were more technically efficient (85%) than the smallholder raisin farmers (81%). About half of the smallholder and commercial tomato farmers in this study were thus technically inefficient based on their estimated group frontiers, meaning that both groups could improve their resource use decisions.

### Factors influencing technical efficiency in tomato production

In order to improve performance, tomato farmers must know what to change or increase in order to increase efficiency. The results for the factors that influenced technical efficiency of smallholder and commercial farmers are presented in Table 3. Results for the smallholder farmers indicated that education, off-farm income, rental land, frequency of fertiliser application, use of drip irrigation and staking of tomatoes had a significant effect on technical efficiency. Increased levels of education resulted in a significant increase ($p < 0.05$) in smallholder tomato production. Results were consistent with those of Itam et al.\(^{30}\) and Chepng’etich et al.\(^{31}\) who found that smallholder farmers’ with a higher level of education were more technically efficient than uneducated farmers. Formal education increased farmers’ ability to investigate and adopt new technology, which tended to move farmers closer to the frontier. Similarly to the results for commercial farmers, smallholder farmers’ efficiency was increased by the availability of off-farm income ($p < 0.01$) and the use of rental land ($p < 0.01$). Again, farmers who had access to off-farm income were better able to obtain improved production inputs and to obtain these inputs in a timely manner. The use of rental land to produce crops indicated that the farmers were not interested in producing for home consumption alone. These farmers would therefore have been interested in increasing the returns they received from renting production land, and therefore it was expected that the renting of agricultural land was associated with more efficient farmers. An increase in the frequency of fertiliser application significantly increased ($p < 0.05$) the efficiency of smallholder tomato production. This result indicates that smallholder farmers who applied fertiliser more often during tomato production were more technically efficient.

### Table 3: Factors influencing technical efficiency for smallholder and commercial tomato farmers

<table>
<thead>
<tr>
<th>Variable</th>
<th>Smallholder</th>
<th>Commercial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>s.e.</td>
</tr>
<tr>
<td>Socio variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>0.016**</td>
<td>0.007</td>
</tr>
<tr>
<td>Experience</td>
<td>0.009</td>
<td>0.006</td>
</tr>
<tr>
<td>Gender</td>
<td>0.047</td>
<td>0.047</td>
</tr>
<tr>
<td>Off-farm income</td>
<td>0.417***</td>
<td>0.076</td>
</tr>
<tr>
<td>Institutional variable</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rental land</td>
<td>0.191***</td>
<td>0.058</td>
</tr>
<tr>
<td>Management variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency of fertiliser appl.</td>
<td>0.039**</td>
<td>0.016</td>
</tr>
<tr>
<td>Access to irrigation water</td>
<td>0.080</td>
<td>0.072</td>
</tr>
<tr>
<td>Use drip irrigation</td>
<td>-0.139**</td>
<td>0.061</td>
</tr>
<tr>
<td>Timely planting</td>
<td>0.065</td>
<td>0.055</td>
</tr>
<tr>
<td>Staking</td>
<td>-0.097**</td>
<td>0.044</td>
</tr>
<tr>
<td>Constant</td>
<td>0.230***</td>
<td>0.065</td>
</tr>
<tr>
<td>/sigma</td>
<td>0.133</td>
<td>0.013</td>
</tr>
<tr>
<td>Log likelihood</td>
<td>29.232324</td>
<td></td>
</tr>
<tr>
<td>LR chi$^2$ (10)</td>
<td>100.01</td>
<td></td>
</tr>
<tr>
<td>Prob &gt; chi$^2$</td>
<td>0.000***</td>
<td></td>
</tr>
<tr>
<td>Number of observations</td>
<td>52</td>
<td></td>
</tr>
</tbody>
</table>

*70%. **5%. ***1%
The use of drip irrigation ($p<0.05$) and staking ($p<0.05$) decreased the level of efficiency of tomato production. The results indicated that smallholder farmers who used drip irrigation in the Nkomazi area were technically inefficient. The unexpected negative result was probably because smallholder farmers in the study area lacked the knowledge to use the irrigation technology correctly. Thus the farmers were either under- or over-irrigating the tomatoes. The negative result for staking was not consistent with the results of Gojeh et al. who found that staking was beneficial in tomato cultivation. During the staking process, plants could have been handled incorrectly (and damaged), thus reducing fruit formation, or the weight of the hanging fruit resulted in injury or stress, thereby reducing the quality and size of the fruit. Alternatively, the use of stacking in combination with the use of inefficient irrigation systems (e.g. watering cans and buckets) could have resulted in water-stressed tomato plants. Staking lifts the plant from the ground, thus exposing it to the sun and wind. As a result, plants would have required increased irrigation water as a result of increased evapotranspiration. Failure to supply the required water would result in water stress, decreased plant development, decreased fruit formation, and decreased levels of technical efficiency.

The results in Table 3 indicate that experience, gender, off-farm income, rental land, frequent fertiliser application, access to sufficient irrigation water and timely planting had a significant impact on the technical efficiency of commercial tomato farmers. Experience (0.001) and gender (0.030) were positively related and statistically significant at a 10% level. The expectation was therefore that male farmers with more experience would be more efficient in commercial tomato production. Over time, farmers are better positioned to obtain new knowledge and skills necessary for choosing new farm technologies that increase technical efficiency. Also, tomato production is labour intensive, especially during planting, weeding and harvesting and, therefore, male farmers are expected to be more efficient than their female counterparts. The results are consistent with the results of Mango et al. As expected, off-farm income (0.072) for commercial farmers was positively related and statistically significant at a 1% level. It was expected that farmers who had a source of off-farm income were more technically efficient than commercial farmers with no off-farm income. Off-farm income increased the chance for farmers to easily and timely buy important inputs such as fertiliser and pesticides. Results also indicated that the use of rental land to produce tomatoes ($p<0.1$) increased the farmers’ technical efficiency. These results were similar to that of Chimpa who found that using rented land had a positive influence on efficiency in field crop production because renting land is an added cost to the farmer. The farmer would therefore wish to be more efficient in their production, in order to justify the additional costs of renting land. It was expected that frequent application of fertiliser would increase farmers’ technical efficiency. However, results indicate that frequent fertiliser application reduced commercial farmers’ technical efficiency at a statistically significant 1% level. There are a number of possible explanations for the negative relationship to fertiliser application. One possible explanation could be that the farmers over-utilised fertiliser trying to improve output, while the over-utilisation of fertiliser probably resulted in a decrease in tomato output. Another possible explanation could be that the fertiliser was applied at the wrong times. However, it is difficult to tell exactly what the cause of the negative coefficient was, as we did not test for over-application of fertiliser or the timing of fertiliser application.

Access to sufficient irrigation water ($p<0.01$) and the timely planting of seedlings ($p<0.05$) increased technical efficiency for commercial tomato production. Results indicated that access to enough water for irrigation in tomato production was important and hence increased technical efficiency. The planting of tomatoes early in the production season (timely planting of tomatoes) would have increased technical efficiency. Commercial farmers indicated that the challenge with late tomato planting in Nkomazi was the weather. During planting, rain could have resulted in blight fungal disease, because the leaves remained wet for extended periods.

Tomato farmers’ technical efficiency relative to the metafrontier

The results for the group frontiers indicated that the technical efficiency levels for the smallholder and commercial farmers were different. However, the group frontiers cannot be used to draw a conclusion regarding the similarity or differences in the farmers’ resource use management decisions, as the farmers faced different environmental and production conditions. As a result, a metafrontier was estimated to present a common frontier that could be used for comparison of the farmers with the common benchmark. A comparison between the distribution of technical efficiency scores for the group frontiers and relative to the metafrontier is indicated in Figure 2 as a CDF. SMALLHOLDER and COMMERCIAL are used to denote the technical efficiency of the smallholder and commercial tomato farmers, respectively. An asterisk (*) is used to indicate the technical efficiency relative to the metafrontier.

The CDF indicates that smallholder farmers’ technical efficiency relative to the metafrontier (TE*) ranged from 1% to 100%. The wide range in estimated technical efficiency scores of smallholder farmers indicates the huge variation in resource use efficiency. It is interesting to note that about 58% (1-0.62) of the smallholder farmers were technically efficient (100%) relative to the metafrontier, while nearly 50% of the farmers were efficient relative to the group frontier. A large group of the farmers (58%) had an efficiency score (TE*) below 40%; as a result the smallholder farmers’ average efficiency level relative to the metafrontier was 51% compared to the 74% for the group frontier. Results for the technical efficiency of smallholder farmers indicate that the level of inefficiency estimated relative to the metafrontier was higher than that estimated for the smallholder group frontier. The implication of this result is that the average smallholder farmers found it difficult to compete with the farmers who formed the common benchmark.

The average TE* score estimated for the commercial farmers was 88% with a standard deviation of 13%. The variation in the estimated TE* for commercial farmers was much lower than that estimated for the smallholder farmers. Even though some farmers showed a slight decrease in their estimated TE* compared with the TE estimated from the group frontier, the average TE* decreased by 1% to 68%. The number of farmers who were producing on the frontier decreased from 43% for the group frontier to 37% for the metafrontier. Therefore, the results indicate that, compared to the common benchmark, the commercial farmers were performing much better than the smallholder farmers, with more commercial farmers operating closer to the common benchmark. This result is similar to that of Temoso et al. who found that commercial beef producers’ average technical efficiency relative to the metafrontier (74%) was higher than that of traditional farms (smallholder farmers) (71%) in Botswana.

Figure 2: Cumulative probability for the group frontiers (solid lines) and technical efficiency relative to the metafrontier (broken lines).
Conclusion

Our aim was to investigate the technical efficiencies of smallholder and commercial tomato farmers in the Nkomazi area of South Africa. Identification of the differences in these farmers’ technical efficiencies and the factors that influence their level of inefficiency can help identify strategies to move smallholder farmers into commercial markets.

Results for the group technical efficiencies showed that smallholder and commercial tomato farmers were fairly efficient with an average efficiency of 74% and 89%, respectively. There was, however, still some room for improvement, which was highlighted by the large variability in smallholder technical efficiency. In conclusion, both groups of farmers were fairly efficient when compared to their peers. However, some of the commercial and smallholder farmers could still improve their technical efficiency by improving their input use decisions.

The results from the Tobit model show that experience, gender, off-farm income, rental land, frequent fertiliser application, access to sufficient irrigation water and timely planting had a significant impact on technical efficiency of commercial tomato farmers in Nkomazi. Education, off-farm income, rental land, frequent fertiliser application, use of drip irrigation and staking of tomatoes were significant factors for technical efficiency in smallholder tomato production. Results for the factors influencing farmers’ technical efficiency indicate that the factors which increased or decreased technical efficiency were different for smallholder and commercial farmers. Only two factors had a significantly positive effect for both groups of farmers: off-farm income and the renting of additional land. The remaining variables indicated that management decisions (frequency of fertiliser applications, use of irrigation and irrigation technology, timely planting and staking) impacted smallholder and commercial farmers’ technical efficiency in tomato production. The conclusion is that assistance provided to tomato farmers should focus on production management.

The results for the metafrontier again show that the commercial farmers were fairly efficient in tomato production, with an average efficiency of 88%. The smallholder tomato farmers were much less efficient compared to the metafrontier, with an average efficiency of 51%, although there were some smallholder farmers with scores on the metafrontier. The results therefore indicate that the smallholder tomato farmers would have to make fairly substantial changes to their production practices, which include their production technologies, in order to compete with the farmers who represented the metafrontier. However, it would not make sense for the smallholder farmers to improve their production relative to the metafrontier if they were still under-performing compared with their peers, as measured with the group frontier. Therefore, smallholder farmers must first increase their technical efficiency relative to other smallholder farmers, before aiming to improve relative to the metafrontier and, in so doing, commercial farmers.

A possible means to provide assistance to farmers could be through extension services. However, the extension officers should be trained to provide guidance to farmers regarding appropriate management decisions which would improve farmers’ technical efficiency. Farmers should be encouraged to utilise existing agricultural support programmes like Masibuyele emasimini (‘going back to till the land’) that aim to improve farmers’ productivity. These support programmes should be tailored to provide production management guidance and not only provide inputs to beneficiaries. However, more empirical research is needed to fully understand the technical efficiency differences between smallholder and commercial farmers. A better understanding of such differences will allow for the development of better systems to assist both smallholder and commercial farmers, and could provide the necessary understanding on how to integrate smallholder farmers into commercial markets.
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The good, the bad and the ugly of South African fatal road accidents

We reflect on the good, the bad and the ugly of the fatal accidents occurring on South Africa’s roads. The cost of human lives indisputably equates to ‘the bad’. ‘The good’ relates to the reduction of both these costs that may result from the entrance of self-driving cars into the South African market as well as awareness campaigns like the Arrive Alive National Road Safety Strategy. The general contribution of this paper is to raise awareness of the effects of accidents, more specifically fatal accidents. Current trends in terms of human factors as well as road and environmental factors involved in the fatal accidents on South African roads are summarised. This paper also serves as a preliminary investigation into possible factors influencing these accidents, which ought to be of interest to a very broad readership, more specifically those focusing on risk analysis, and certainly is of interest to any citizen of South Africa.

Significance:
- Awareness is raised of the effects of fatal accidents on South African roads.
- Current trends in terms of human factors as well as road and environmental factors on road accidents are reflected upon.
- The futuristic effect of self-driving cars is explored.

Introduction

The high number of accidents on South African roads not only results in loss of human life with the associated grief, pain and suffering but also has a negative effect on the well-being of South Africans and on South Africa’s socio-economic development. The total cost of South African road traffic accidents in 2015 was estimated to be ZAR142.95 billion, which equates to 3.4% of South Africa’s gross domestic product (GDP). The average cost of accidents in similar countries is reported at only 2.2% of their GDP. South Africa’s economy is not only affected by the direct costs of accidents, but also via the death toll itself as the fatalities most often are the breadwinners of the households, which leaves the rest of the household members financially unattended.

Therefore, the fatal accidents on South African roads pose a threat to all South Africans which, in turn, indicates a need for South Africans – academics and average citizens alike – to be educated about the accidents occurring on South African roads. This need has also been emphasised by the Automobile Association Foundation of South Africa and the international community (World Health Organization, World Bank and United Nations) in their Decade of Action for Safety from 2010 to 2020 declaration. South Africa joined this initiative by developing its own National Road Safety Strategy 2011–2020.

Awareness campaigns alone may not be sufficient to reduce the number of accidents on South African roads. One possible solution is to impose compulsory third-party insurance to all motorists. According to John Melville, head of risk services at Santam, a leading South African short-term insurance company, this mandatory third-party vehicle insurance would lower the cost of cover for South African consumers and could also reduce the number of road accidents, because it will bring down the number of damaged vehicles on our roads. Whether it is for the calculation of general insurance premiums or how the calculation for this third-party insurance premium is done, some risk analyses are required to determine which premium should be charged. Many factors are taken into account when determining the short-term insurance premium. One factor is usually a prediction of the number of accidents; other factors include the type of vehicle driven (how safe is the vehicle) and how often and how far the person drives.

The risk posed to all South Africans via the indirect risk of the loss of income (should a fatality be the main income provider of the household) affects life insurance too. The number of fatal accidents also influences the Road Accident Fund. Note that the Road Accident Fund covers personal injury to the third party, but not damage to material possessions such as their vehicle. Third-party insurance usually covers this damage, but up to 35% of vehicles in South Africa are uninsured. Again, a risk analysis is required because an increase in fatalities will lead to an increase in claims which will ultimately result in an increase in premiums and increased cost to the Road Accident Fund.

In order for these risk analyses to be conducted, factors that could possibly affect the number or severity of accidents on South African roads need to be determined. Many different industries will benefit from this information. Data sources that contain information regarding these factors also need to be investigated. We undertook an exploratory investigation for those specifically interested in these risk analyses that may be required in future for prediction purposes (such as predicting the number of accidents, the number of claims and the cost of accidents). At the same time, we report some important and interesting findings regarding South African accidents, focusing on fatal accidents, to inform and to raise awareness as a general contribution to the wider audience.
In ‘the good, the bad and the ugly of South African fatal road accidents’, the cost of human lives undeniably equates to ‘the ugly’ and the economic costs associated with these accidents to ‘the bad’. ‘The good’ is addressed by the reduction of both these costs resulting from accident awareness campaigns (e.g. this article), and other initiatives like compulsory third-party insurance, and, in the future, the possible entrance of self-driving cars into the market.

**Current situation: Factors influencing accidents**

In order to be able to predict the number of vehicle accidents, one first needs to understand the factors that influence these accidents. Bayam et al. explain that a vehicle crash is considered to be an interacting system of five factors: (1) driver, (2) vehicle, (3) environmental and geographical conditions, (4) roadway and (5) occupants and other road users. An illustration of Bayam et al.’s five factors is provided in Figure 1. The ‘driver’ factor relates to personal attributes like the age and gender of the driver. The ‘occupants and other road users’ factor relates to information regarding the occupants (such as age, gender and other characteristics), the occupants of the other vehicle as well as pedestrians and cyclists or any other road users who had an impact on the accident. These two factors together can also be viewed as the human factors contributing to accidents (indicated by the purple grouping in Figure 1). The ‘vehicle’ component reflects vehicle type and age (year) of the vehicle. ‘Environmental and geographical conditions’ comprise weather condition, lighting condition, day and time of day, as well as area type. The ‘roadway’ factor reflects road attributes such as road condition and road surface. The latter two factors are also referred to as the road and environmental factors (indicated by the green grouping in Figure 1). Information regarding the accident itself, e.g. accident type, number of fatalities and severity, is provided under ‘accident’, that is, in the middle of the figure.

We set out to explore these factors in relation to fatal accidents. A fatal accident is defined as a crash resulting in the death of one or more persons killed during, immediately after or within 30 days of an accident in which the death was as a direct result of the crash. The persons killed may be the driver of a vehicle involved, passengers of vehicles involved, cyclists or pedestrians.

The data used in this paper refer specifically to fatal accidents that occurred on South African roads during 2015, and were retrieved from a report published by South Africa’s Road Traffic Management Corporation, which is the only currently available official accident data.

This information is supplemented with findings from the literature, for example, a project report entitled ‘Roads infrastructure policy for South Africa’ that was done in collaboration with the Department of Transport, ITS Engineers, Alta Swanepoel & Associates, and Urban-Econ, released in December 2014. The report notes that the Road Traffic Management Corporation should report and monitor all crashes, not only fatal crashes.

Another example found in the media stated that the Road Traffic Management Corporation’s collection and distribution of data are in chaos and the integrity of the data available is questionable. Specifically, data on non-fatal accidents were corrupted when they were migrated to a new database. This issue is also raised in the 2016 Road Traffic Management Corporation report in which the importance of quality data on road traffic crashes is emphasised.

Figure 2 provides the breakdown of the number of accidents as well as the cost involved per accident type for the accidents that occurred on South Africa’s road network in 2015. It should be noted that fatal crashes constitute only 1.3% of the number of accidents occurring on South African roads, but 42.4% of the costs involved.
We focused on fatal accidents because of the more detailed information available. It should be noted that it may take some time before reasonable reporting on non-fatal accidents can be expected.

We first provide some accident information regarding the fatal accidents occurring during 2015 and then discuss each of the five interacting factors grouped into three general contributing factors (as indicated in Figure 1): human factors (i.e. drivers, occupants and other road users), vehicle and road and environmental factors.

### Accident information

As mentioned before, all information is based on fatal accidents. One way to assess the information is to consider the severity of fatal crashes (i.e. the average number of fatalities per crash). Table 1 shows the number of fatal crashes, the number of fatalities and the severity per year, from 2010 to 2015. A total of 10 613 fatal accidents occurred from 1 January to 31 December 2015 and resulted in 12 944 fatalities. The severity for 2015 is therefore reported at 1.2. Severity can further be explored by considering the day of the week. The highest severity rates are reported for Mondays, Fridays, Saturdays and Sundays, with rates ranging from 1.22 to 1.25.

#### Table 1: Accident information for all fatal road accidents reported in 2010 to 2015

<table>
<thead>
<tr>
<th>Year</th>
<th>Number of fatal crashes</th>
<th>Number of fatalities</th>
<th>Severity</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>10 837</td>
<td>13 967</td>
<td>1.3</td>
</tr>
<tr>
<td>2011</td>
<td>11 228</td>
<td>13 954</td>
<td>1.2</td>
</tr>
<tr>
<td>2012</td>
<td>10 977</td>
<td>13 528</td>
<td>1.2</td>
</tr>
<tr>
<td>2013</td>
<td>10 170</td>
<td>11 844</td>
<td>1.2</td>
</tr>
<tr>
<td>2014</td>
<td>10 367</td>
<td>12 702</td>
<td>1.2</td>
</tr>
<tr>
<td>2015</td>
<td>10 613</td>
<td>12 944</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Data source: South African Department of Transport

Another way of assessing this type of information is by reviewing the number of fatal crashes as well as the number of fatalities per 10 000 vehicles. Figure 3 provides a breakdown of this information per province.

#### Figure 3: Number of crashes and fatalities per 10 000 vehicles

Data source: South African Department of Transport

GA, Gauteng; KZ, KwaZulu-Natal; WC, Western Cape; EC, Eastern Cape; FS, Free State; MP, Mpumalanga; NW, North West; LI, Limpopo; NC, Northern Cape
for 2015; the blue bars represent the number of fatal crashes and the grey bars represent the number of fatalities. The highest number of fatal crashes per 10 000 motorised vehicles was reported for Limpopo Province and the lowest for Gauteng. The same trend is evident for the number of fatalities per 10 000 vehicles. The number of crashes per 10 000 motorised vehicles for South Africa as a whole is reported at 12 and the number of fatalities at 11.

**Human factors**

Figure 4 gives the distributions of the fatalities per road user type, gender, race and age based on the information provided by the South African Department of Transport.\(^9\)

Of the 12 944 fatalities, 27.0% were drivers and two thirds of these drivers (66.6%) were younger than 30 years old. This finding is supported by that of Bédard et al.\(^7\) who also found that most fatally injured drivers are from this age group. Summala and Mikkola\(^1\) gave the following reason for this phenomenon: younger drivers tend to avoid and delay taking breaks and also take more deliberate risks than older drivers do.

In addition to the 27.0% of drivers killed, 32.8% of the fatalities were passengers and 37.7% were pedestrians. Male individuals made up 78.0% and female individuals 22.0% of the recorded fatalities. This distribution is somewhat different to the national gender distribution of 49% males and 51% females.\(^13\) Based on the known races, the majority (81.4%) of the fatalities were black individuals. This finding is not surprising, as black people comprise the largest population group in South Africa at 80.7%\(^13\) and thus the majority of road users. It can also be seen from Figure 4 that approximately half of the fatalities on South African roads in 2015 were people aged 20–29 years (24.6%) and 30–39 years (24.9%).

Although pedestrians are amongst the most vulnerable road users, it is alarming that 16.3% of the pedestrians killed in vehicle accidents were young children (younger than 10 years) and 20.8% were children 14 years or younger. The Automobile Association Foundation\(^2\) has also reported that two pedestrians are killed daily by ‘vehicle unknown’, which means that they have been hit by a vehicle and left to die.

**Vehicle**

There are a number of different types of vehicles operating on South African roads, including motor cars (and station wagons), motorcycles, bakkies (or pickups), trucks, buses (both normal and mini), caravans and trailers (both heavy and light).

Almost half (48.5%) of the vehicles involved in fatal accidents during 2015 were motor cars (and station wagons), with bakkies second highest (18.4%). This result is not surprising as these types are also the most registered vehicles on the road at 64.6% and 22.5%, respectively.

The vehicle type that is third most (9.0%) involved in fatal accidents is minibuses. It is reported that 3 of the 36 daily fatalities on South African roads are related to minibus taxis. Public opinion in South Africa is that minibus taxis are unsafe and are being operated in an offensive way. Some of the reasons listed for this phenomenon are that minibus taxis are overloaded in order to increase the number of passengers and are being operated at high speed to reduce travel time.\(^14\) The most widely publicised, and certainly the most ambitious government intervention in the minibus taxi industry, is the Taxi Recapitalisation Programme. Through this project, the South African government seeks to challenge head-on the problem of an ageing fleet within the South African taxi transportation system. The first objective of this project is the systematic introduction of safe and comfortable vehicles for taxi commuters through a scrapping allowance which acts as an incentive for taxi operators to hand in, on a voluntary basis, their very old vehicles for decommissioning. The second objective is the economic empowerment of the taxi industry through a package of business opportunities that the Recapitalisation Project affords the taxi industry to participate in nationally through

---

**Figure 4:** Distribution of road fatalities per road user, gender, race and age.

---

\(^9\) Data source: South African Department of Transport

\(^7\) Bédard et al.

\(^1\) Summala and Mikkola

\(^13\) Public opinion in South Africa is that

\(^14\) Some of the reasons listed for this phenomenon are that

\(^2\) The most widely publicised, and certainly the most ambitious government intervention in the minibus taxi industry, is the Taxi Recapitalisation Programme.

\(^3\) The first objective of this project is the systematic introduction of safe and comfortable vehicles for taxi commuters through a scrapping allowance which acts as an incentive for taxi operators to hand in, on a voluntary basis, their very old vehicles for decommissioning.

\(^4\) The second objective is the economic empowerment of the taxi industry through a package of business opportunities that the Recapitalisation Project affords the taxi industry to participate in nationally through...
the South African Taxi Council structures as well as at the level of the provincial co-operatives.14

The number of unlicenced and/or unroadworthy vehicles on South African roads is alarming – the total number of vehicles falling in this specific category on 31 December 2015 was 1 013 278.

Road and environmental factors

One of the most pertinent environmental factors that must be taken into account when assessing accident information is the day of the week on which the accident occurred as well as the month in which the accident occurred. Figure 5 displays the number of fatalities per weekday and per month as reported by the South African Department of Transport.4

In total, 60.3% of the fatal accidents on South Africa’s road network occurred on weekends (Fridays, Saturdays and Sundays) and slightly over 40% of the accidents occurred late afternoon and at night (16:00–22:00). This pattern is commented on in the National Road Safety Strategy 2011–2020 that states that these days are the most dangerous on South African roads.6 This strategy document also reports drunk driving as one of the main reasons for the high number of accidents taking place late afternoon and at night.

The month with the highest fatality rate is December at 11.2%, but this result is to be expected as the roads are busiest in December because it is the main holiday period for South Africans. The figures reported for May, July and August are 9.2%, 9.2% and 10.1%, respectively. The lowest rates are reported for January and February, at only 6.0% and 5.0%; one could argue that people tend to stay at home after their December travels (Figure 5).

The following road and environmental conditions were listed6 as reasons for fatal accidents (in descending order):

- Sharp bends
- Poor visibility
- Wet and slippery road surfaces
- Stray or wild animals
- Poor road surfaces
- Poor lighting
- Road works
- Poor and inadequate road markings
- Blind corners

The listed factors do not come as a surprise as various other authors (e.g. Chang and Mannering15 and Lord et al.16) have investigated the effects of road and environmental conditions on road accidents. Only 21% of South Africa’s road network is paved17, which is why poor road surfaces, road works as well as poor and inadequate road markings are amongst the reasons listed for fatal accidents.

Summary

We reviewed the accident information by looking at three general contributing factors: human factors, road and environmental factors and the vehicles involved in the accident. All these factors also influence the risk analysis arena, specifically the short-term insurance and life-insurance industry. Figure 6 indicates the percentage of fatal accidents caused by each of the general contributing factors.

Human factors contributed to almost 80% of the fatal accidents on South African roads, for which 52.5% of these incidents related to jaywalking (when a pedestrian crosses a roadway where regulations do not permit doing so) and 11.6% to speeding. Road and environmental conditions contributed to 12.7% of the accidents, with sharp bends (22.0%) and poor visibility (16.5%) the main causes. The remaining 7.8% of the fatal accidents were caused by vehicle factors, with tyres bursting prior to the accident in 71.7% of the cases (Figure 7).

Should the observations discussed be tracked over time, they could be used as part of the trend analyses required for the previously discussed risk analyses. Even more useful would be trend analyses on all vehicle crashes, and not only the fatal ones. This analysis could be a valuable input in predicting the number of crashes, which in turn could be used as a factor to determine, for example, short-term insurance premiums.

Looking into the future

The historical fatality rates in South Africa as a result of road accidents paint a dire picture. Some sources even report that road accident fatalities may soon surpass the number of deaths attributed to HIV/AIDS.5 However, there may be light at the end of the proverbial tunnel as self-driving cars are expected to enter the market in the near future (see Figure 7 for an illustration of a self-driving car). It is reported that the first self-driving cars might be available from as early as 2018.18

A number of benefits are anticipated to emerge from self-driving cars. Those benefits directly relating to road accidents and thus road fatalities are fewer crashes, reduced severity of crashes and improved emergency response times to crashes. Other expected benefits include less traffic congestion, shorter travel times, lower vehicle emissions, better fuel economy and lower insurance rates.20

Some of the concerns associated with self-driving cars are that these cars may not be driven as well as those driven by humans and that the cars might not know how to respond in unexpected situations. Other concerns relate to the safety consequences of equipment or system failures and system performance in inclement weather.20

![Data source: South African Department of Transport](http://www.sajs.co.za)

**Figure 5:** Number of road fatalities per (a) weekday and (b) month.
**Conclusion and ideas for future research**

A number of different conclusions relating to fatal accidents on South African roads can be made based on the information reported. However, it should be noted that this report contains only information relating to fatal accidents. Although fatal accidents contributed 42.4% of the costs involved in accidents on South African roads, they equate to only 1.3% of all the accidents and have quite a unique trend. Thus, focusing on only fatal accidents (because of the lack of available data for other accident types) could result in incorrect conclusions.

Nonetheless, South African citizens should take note that more than 75 000 lives have been lost since 2010 as a result of road accidents, of which an alarming 37.7% were pedestrians. Another noteworthy observation is that slightly more than 40% of those deceased were younger than 30 years of age. The high number of unlicensed and/or unroadworthy vehicles as well as poor road conditions are contributing to South Africa’s high road network fatality rate. All of the abovementioned trends could be considered for risk analyses or future predictions, such as the number of accidents and insurance costs.

In 'the good, the bad and the ugly of South African fatal road accidents', the cost of human lives (12 994 lives in 2015) indisputably equates to 'the ugly' and the economic cost of accidents (ZAR142 951 million in 2015) associates with 'the bad'. "The good", as set out in this paper, relates to the reduction in both of these costs that may be brought forward by the entrance of self-driving cars into the South African market.

Both the cost of human life and the economic effect of road accidents in South Africa paint a shocking picture. This shocking picture emphasises the need to inform South Africans and to raise awareness of the effects of all types of accidents. That said, the South African Department of Transport1 has acknowledged the need for a comprehensive road traffic incident database which should include fatal as well as non-fatal accident information. This database should ideally contain the following per accident: the severity, road users’ gender and age, day and time of accident, type of road, road condition and location. However, a substantial coordinated effort across a number of sectors will be required to achieve this database.

Once a comprehensive database on all vehicle accidents has been constructed, our analyses can be repeated with a focus on all the different types of accidents, and can include investigation into other possible factors influencing the accident types. From a risk-analysis perspective, the factors contributing to fatal accidents can be used to prioritise interventions to reduce the accident occurrence and hence the associated costs.

The possibility of mandatory third-party vehicle insurance might also shed some hope for the future. As mentioned, such insurance could possibly reduce the number of road accidents by reducing the number of damaged vehicles on the roads.5

---

**Figure 6:** Graphical summary of the factors contributing towards fatal road accidents.

**Figure 7:** Illustration of a self-driving car.12 Green indicates safe zones picked up by the sensors of the self-driving car and red indicates danger zones.

---

Data source: South African Department of Transport9
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**Table 1: Contribution factors**

<table>
<thead>
<tr>
<th>Factor</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicle</td>
<td>7.8%</td>
</tr>
<tr>
<td>Road and environmental</td>
<td>12.7%</td>
</tr>
<tr>
<td>Human</td>
<td>79.6%</td>
</tr>
<tr>
<td>22.0% sharp bends</td>
<td></td>
</tr>
<tr>
<td>71.1% tyre bursts</td>
<td></td>
</tr>
<tr>
<td>52.5% jaywalking</td>
<td></td>
</tr>
</tbody>
</table>

---

Image: Frank Derks, flickr, CC-BY-2.0
perspective, with specific focus on short-term insurance, a database holding the information of all short-term insurance claims should also be available.

To some extent, such a database already exists and is managed by the South African Insurance Association in conjunction with their key stakeholders, including National Treasury, the Financial Services Board and the Department of Transport as well as all other industries closely related to the short-term insurance industry. Managed by the South African Insurance Association, the Insurance Data System Committee has steered the collection and management of these crucial data to the point at which all contributing members have submitted their historical files and are submitting daily claims updates to the database. However, the voluntary submission of company statistics remains a challenge. Alternatively, this central database could also be managed by an objective and independent institution like a university, in which case the data would also be more accessible for future research projects.
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Spatial distribution of temporal precipitation contrasts in South Africa

The focus of the present study was to investigate the spatial-temporal variability and trends of precipitation concentration across South Africa using the Tropical Rainfall Measuring Mission (TRMM) 3B42 version 7 satellite precipitation data sets spanning 1998–2015. In the analysis, the precipitation concentration index (PCI) was used to infer the variability of temporal precipitation contrasts and the spatial distributions at annual, seasonal and supra-seasonal timescales. The results indicate that precipitation concentration across South Africa exhibits noticeable spatial-temporal variability. In terms of PCI classification criteria, the precipitation distribution ranges from relatively uniform (mainly in the central and southern interior of South Africa) to highly irregular (especially to the northeastern and western parts of South Africa) at annual timescales. At seasonal timescales, the precipitation distribution is uniform during December–February season, moderate during March–May and September–November seasons while during the June–August season, the precipitation distribution is highly irregular. Furthermore, during the 1998–2015 period, there exists a spatial and temporal pattern of PCI trends which are generally statistically insignificant. The PCI analysis results reported in this study are essential because they provide valuable information on the long-term total variability in the precipitation records across South Africa. In particular, this study contributes towards evaluating the spatial contrasts or concentration of the different accumulated amounts of the received precipitation. Results from this study have important scientific and practical applications in hydrological hazard risks (floods and droughts) and soil erosion monitoring.

Significance:
- Precipitation concentration exhibits spatial-temporal variability.
- At an annual timescale, precipitation concentration is highly irregular in most parts of the country.
- Precipitation concentration distribution varies across seasons.

Introduction

There is an increasing global consensus that climate change and variability is a reality, as manifested both in terms of the varying climatic variable mean and extremes. A number of scientific publications from diverse fields point to this eventuality. The implication of the changing climate has elicited great concern in individuals and societies in general as well as in various sectors (e.g. agriculture, water, energy and health) directly or indirectly affected by the impacts of climate change. In South Africa, the imminent implication of climate change is for instance the strain imposed on water resources as a result of prolonged dry spells. This unfortunate situation of limited water supply reverberates across South Africa currently (e.g. 2016/2017 hydrological year), as manifested in the significant drop of dam levels, see for example Figure 1. In addition, changes in precipitation patterns are contributing to the on-going drought experienced in various provinces, with five of the provinces officially declared as drought disaster regions. This hydrological drought has serious socio-economic consequences, including threats to the nation’s food security, health and economy.

Because of the dire consequences imposed by climate change, understanding processes that relate to this change can be vital for climate-related preparedness measures, which thereby enhance economic growth sustainability, including planning for agriculture, water resources management and planning, economic planning and health. As precipitation is one of the essential variables associated with climate change, the changing patterns and trends of this climatic variable require proper and systematic attention within the topic of climate change.

South Africa, which is considered a semi-arid country, is characterised by highly variable diurnal\(^1\), intra-seasonal\(^2\) as well annual timescales\(^3\). These variations are reported to be intensifying (i.e. becoming more variable) over time (see for example studies by Hewitson and Crane\(^4\), Engelbrecht et al.\(^5\), Shongwe et al.\(^6\), Pohl et al.\(^7\) and references therein). This inherent variability characterizes the country’s annual rainfall distribution patterns, concentration and intensity. Furthermore, rainfall variability in southern Africa has also been linked to variations in teleconnection patterns such as the El Niño Southern Oscillation (ENSO)\(^8\). Understanding precipitation characteristics (e.g. patterns, variability, intensity and concentration) forms part of preparedness and mitigation measures that can be put in place to reduce the impacts of weather and climate extreme events. In particular, an in-depth analysis of precipitation at sub-regional level is important as the results can be used to quantify spatial and temporal variation of precipitation concentration and distribution patterns in the region.

The precipitation concentration index (PCI) has been proposed as an indicator to assess spatial and temporal distributions as well as concentration of precipitation.\(^1\)\(^3\)\(^4\) The PCI has the ability to provide valuable information on long-term total variability in the amount of rainfall received.\(^8\)\(^9\) Research studies on PCI include the computation of PCI to evaluate the statistical structure of precipitation rates for Pearl River Basin situated in Southern China.\(^1\)\(^2\) In addition, Martin-Vide\(^1\)\(^3\) calculated PCI values with the aim of assessing the spatial patterns of rainfall in Peninsular, Spain. Li et al.\(^1\)\(^3\) estimated the PCI values for the Kaidu River Basin and assessed the spatial and temporal variability of the statistical structures of precipitation across Xinjiang, China. De Luis et al.\(^1\)\(^3\) made an analysis of the PCI...
using a monthly precipitation database of Spain. Valli et al.\textsuperscript{23} computed PCI values at annual and seasonal scale and analysed the patterns of rainfall in agro-climatic zones of Andhra Pradesh, India. Iskander et al.\textsuperscript{21} calculated PCI values and Simple Daily Intensity Index (SDII) and investigated trends and variability of annual precipitation total and annual number of rainy days in 34 stations distributed over Bangladesh. Gocic et al.\textsuperscript{22} computed PCI values using monthly precipitation data sets from 29 stations in Serbia and analysed spatial variability of monthly precipitation and long-term total variability in the precipitation series. In addition, Gocic et al.\textsuperscript{22} used three support vector machine (SVM) models coupled with the discrete wavelet transform, the SVM firefly algorithm and the SVM radial basis function to estimate and predict PCIs in Serbia.

It is apparent from the literature that analysis studies on PCI have been undertaken in various countries and regions in the past decades. Most of the reported studies, however, were conducted in India, China, Bangladesh and Spain. In South Africa, a number of studies have been carried out on precipitation patterns (e.g. Kruger\textsuperscript{71}, New et al.\textsuperscript{24}, Kruger and Sekele\textsuperscript{25}, MacKellar et al.\textsuperscript{26}, Botai et al.\textsuperscript{27} and references therein), yet characterising the variability of precipitation using the PCI has never been done. The aim of the present study was to analyse the spatial-temporal variability of PCI across South Africa using the Tropical Rainfall Measuring Mission (TRMM) daily 3B42 satellite derived data sets. In this regard, the PCI analysis calculated at annual, supra-annual and seasonal timescales is used to characterise the precipitation contrasts across South Africa over the period 1998–2015. This study provides valuable scientific and practical insights on the overall patterns of spatial-temporal contrasts of accumulated rainfall relevant for agricultural planning and water resources management.

**Study area**

South Africa is known to be a semi-arid to arid country, and is particularly characterised by a highly variable climate with constrained water resources as a result of weather extremes enforced by climate change and variability. The country’s climate conditions range from the Mediterranean in the southwestern corner of the country to temperate in the interior plateau and subtropical in the northwestern region. South Africa’s average annual rainfall is about 450 mm/year, which is below the world’s 860 mm average per year. South Africa is conventionally characterised by five main seasons, i.e. summer (December–January–February (DJF)), autumn (March–April–May (MAM)), winter (June–July–August (JJA)) and spring (September–October–November (SON)). Rainfall in South Africa exhibits seasonal variability, with most of the rainfall occurring mainly during summer months; see for example Figure 2. However, in the southwestern region of the country, rainfall occurs mostly in winter months. South Africa experiences rainfall that varies significantly from west to east. Annual rainfall in the northwestern region often remains below 200 mm, whereas much of the eastern Highveld receives between 500 mm and 900 mm (occasionally exceeding 2000 mm) of rainfall per annum. The central part of the country receives about 400 mm of rain per annum, with wide variations occurring closer to the coast.

**Data**

We utilised the Tropical Rainfall Measuring Mission (TRMM) Multi-satellite Precipitation Analysis (TMPA) daily 3B42 precipitation products covering the period from 1 January 1998 to 1 November 2015. These products cover the 50°S to 50°N latitude belt at a spatial resolution of 0.25° × 0.25°.\textsuperscript{28} The TRMM data sets are freely available from http://disc.gsfc.nasa.gov/uui/datasets. They were retrieved from the TRMM calibrated-based multiple satellite microwave and infrared measurements using the TMPA algorithm reported by Chiu et al.\textsuperscript{29} In particular, the TMPA algorithm involves four stages and can be summarised as follows: (1) calibrating and combining the microwave precipitation estimates; (2) creating infrared precipitation estimates using the calibrated microwave precipitation; (3) combining the microwave and infrared estimates; and (4) incorporating rain gauge data. Overall, the TRMM products provide a significant opportunity to monitor precipitation over tropical and sub-tropical regions wherein the TRMM Microwave Imager becomes reliable and useful.\textsuperscript{30,31}

**Methodology**

In this study, PCI was calculated and used to assess rainfall concentration in South Africa for the period 1998–2015. The PCI values were calculated on three different timescales, namely annual, seasonal and supra-seasonal. At annual timescale, the PCI values were calculated according to Equation 1 as described in Oliver\textsuperscript{13} as well as in Zhang and Qian\textsuperscript{32}.

\[
Pci_{annual} = \frac{\sum_{i=1}^{12} \frac{Q_{i}^2}{\left(\sum_{i=1}^{12} Q_{i}\right)^2}}{12} \times 100
\]

**Figure 1:** Status of averaged dam levels from January 2016 to August 2017 at provincial level.
In Equation 1, \( P_i \) corresponds to the amount of precipitation of the \( i \)th month. In this way, the PCI values were calculated for each year at each gridded point to detect the temporal variation of the index. The computed annual PCI can then be used to indicate the monthly variation in the distribution of precipitation on an annual basis. At seasonal timescale (i.e. DJF, MAM, JJA and SON), the PCI values were calculated based on Equation 2:

\[
PCI_{\text{seasonal}} = \frac{\sum_{i=1}^{12} P_i^2}{(\sum_{i=1}^{12} P_i)^2} \times 0.25
\]

Equation 2

Similarly, at supra-seasonal timescales (e.g. the wet season represented by October to March months and the dry season from April to September months), the PCI values were calculated according to Equation 3:

\[
PCI_{\text{supra-seasonal}} = \frac{\sum_{i=1}^{6} P_i^2}{(\sum_{i=1}^{6} P_i)^2} \times 0.50
\]

Equation 3

According to Oliver’s classification, PCI values can be classified as ranging from uniform precipitation distribution to a strong irregular distribution; see a summary of this classification in Table 1.

This classification was also adopted in this study in order to assess changes of statistical parameters of PCI (including the median, mean, coefficient of variation (CV), standard deviation (std), trends and significant trends) with the aim of understanding the rainfall distribution and concentration in the period from 1998 to 2015. All the statistical moments generated in the analysis were rasterised and plotted using the level-plot graphics function of the Lattice package in R, the statistical computing and graphics software.

### Table 1: Classification of precipitation concentration based on precipitation concentration index (PCI) values

<table>
<thead>
<tr>
<th>PCI value</th>
<th>Significance (temporal distribution)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCI ≤ 10</td>
<td>Uniform precipitation distribution (low precipitation concentration)</td>
</tr>
<tr>
<td>10 &lt; PCI ≤ 15</td>
<td>Moderate precipitation distribution</td>
</tr>
<tr>
<td>16 &lt; PCI ≤ 20</td>
<td>Irregular precipitation distribution</td>
</tr>
<tr>
<td>PCI &gt; 20</td>
<td>Strong irregular precipitation distribution</td>
</tr>
</tbody>
</table>

Table adapted from Oliver

### Results

#### Spatial characteristics of annual PCI

The spatial variability of the annual PCI statistics between 1998 and 2015 are presented in Figure 3. It is noted that the precipitation distribution is largely moderate (i.e. 11 ≤ PCI ≤ 15) along the east coastal regions of the country, covering parts of the Eastern Cape and KwaZulu-Natal (KZN) Provinces. The central and the eastern parts of the country depict PCI values ranging between 14 and 16 while the north, west and southern regions depict higher PCI values, with some areas reaching 25. These areas are therefore characterised by irregular to high precipitation distribution over a year. Overall, the pattern of the annual PCI values delineates South Africa into three major regions: moderate, irregular and high rainfall distribution regions. Based on the coefficient of variation and the standard deviation results, the PCI is highly variable towards the west and southwestern regions of the country, covering...
the Northern Cape and Western Cape Provinces, and less variable over the northern regions of the country (e.g. Limpopo Province). The central interior region and parts of the eastern region of the country (i.e. Free State, KZN, Gauteng as well as some parts of the North West and Eastern Cape Provinces) depict lower PCI variability. During the period 1998 to 2015, South Africa exhibited positive, statistically insignificant PCI trends (less than 0.2 mm/year). According to Theil\textsuperscript{33}, PCI trends are considered significant if the estimated $p$-value falls below a critical value (e.g. $\alpha<0.05$), indicating 95% confidence. Furthermore, negative trends are also observed in small regions of the Eastern Cape and Limpopo Provinces (see Figure 3c). These results corroborate the precipitation trends reported in Kruger and Nxumalo\textsuperscript{34} for example.

**Spatial characteristics of seasonal PCI**

Results for seasonal PCI calculations are depicted in Figure 4. During the summer season, lower PCI values ($\leq 10$) are evident in the interior region (e.g. the Free State and parts of the North West) and towards the eastern part of the country, covering the Eastern Cape and KZN Provinces. Based on the PCI classification criteria, these regions are characterised by lower precipitation distribution at seasonal timescales. However, the PCI values increase towards the southwestern regions of South Africa, covering the Northern Cape and Western Cape Provinces. During the summer season, precipitation in these regions exhibits moderate to high seasonal precipitation distribution. The PCI values...
during autumn are low along the east coast while high in the north, west and southwestern regions, implying low precipitation and moderate to irregular precipitation distribution, respectively. Precipitation in winter is generally more spatially regularly distributed, with higher PCI values (up to 16) are observed in the central region of the country. During the spring season, parts of the Western Cape, Eastern Cape and KZN Provinces exhibit largely low precipitation distribution while the central interior regions (including the Free State, Gauteng and Northern Cape Provinces) exhibit mostly moderate precipitation distribution.

Figure 5 depicts the spatial distribution of variability of PCI values. From Figure 5, the PCI values in summer are less variable in the central interior, while highly variable in the western areas of South Africa (e.g. large areas of the Northern Cape and Western Cape Provinces). During autumn, there is high variability in the precipitation distribution patterns in the Western Cape, Northern Cape, North West, parts of the Free State and Limpopo Provinces. On the other hand, low variability in precipitation distribution patterns is evident in large parts of KZN and the Eastern Cape. Similar spatial variability patterns were exhibited in winter and spring. From Figure 5, it can also be observed that the degree of JJA PCI variability is relatively twice that of SON PCI variability. During the winter season, the Northern Cape, North West and some parts of the Free State and Limpopo Provinces exhibit a higher degree of PCI spread from the mean. This variability is in contrast to the inherent spread in the PCI values in some southern parts of the Western Cape and the southwestern parts of the Eastern Cape Provinces. It can be concluded that, during the 1998–2015 period, the degree of PCI variability exhibited a noticeable seasonal dependence.

Figure 6 illustrates the seasonal PCI trends during the period of study. As shown in Figure 6, the central interior parts of South Africa, including some parts of the Northern Cape, Eastern Cape and Free State Provinces exhibit negative PCI trends while the rest of the country depicts positive trends, albeit statistically insignificant during DJF. During MAM and JJA, the vast majority of South Africa exhibits statistically insignificant positive trends while limited northeastern parts of Limpopo and Mpumalanga exhibit negative trends. In contrast, some parts of the Western Cape Province depict statistically insignificant negative trends while the rest of South Africa depicts positive (yet statistically insignificant) trends during SON.

Spatial characteristics of supra-seasonal PCI

Figure 7 depicts the PCI mean and standard deviation values during the generally wet and dry months across South Africa. During the wet months (see left upper panel in Figure 7), the PCI values exhibit an increasing southwest to northeast gradient. In addition, the precipitation distribution varies from irregular to highly distributed, from the south to the northern parts of the country. In particular, the coastal regions generally exhibit low PCI values. The standard deviation exhibits similar spatial pattern of precipitation distribution, as shown on the left lower panel of Figure 7. During the dry months (right upper panel in Figure 7), low to moderate precipitation distribution is evident mostly in KZN, the Free State and some parts of the North West, Gauteng and Mpumalanga Provinces. On the other hand, irregular precipitation distribution is observed in the Northern Cape and Western Cape Provinces. The spread of the PCI from the PCI mean exhibits similar spatial distribution patterns to those of the precipitation distribution during the wet and dry months.
Figure 5: Spatial variability of seasonal precipitation concentration index (PCI) for (a) December–January–February (DJF), (b) March–April–May (MAM), (c) June–July–August (JJA), (d) September–October–November (SON).

Figure 6: Distribution of seasonal precipitation concentration index (PCI) trends for (a) December–January–February (DJF), (b) March–April–May (MAM), (c) June–July–August (JJA), (d) September–October–November (SON).
Figure 7: Spatial variability of supra-seasonal precipitation concentration index for (a,c) wet and (b,d) dry supra-seasons.

Figure 8: Supra-seasonal precipitation concentration index (PCI) trends for (a,c) wet and (b,d) dry supra-seasons.
Spatial distribution of temporal precipitation contrasts

Trends in PCI values during the wet and dry months are depicted in Figure 8. As depicted in Figure 8, statistically insignificant negative (see left lower panel) trends are observed during the generally wet months, mostly in the Northern Cape Province whereas noticeable statistically insignificant positive trends are observed in Limpopo, Mpumalanga, Gauteng, KZN, and some parts of the North West and Free State Provinces. Furthermore, the dry period exhibits statistically insignificant negative trends (see right lower panel) mainly in the Eastern Cape as well as some parts of KZN while the Northern Cape and Western Cape Provinces exhibit statistically insignificant positive trends.

Discussion

South Africa is one of the countries in Africa that receives less precipitation annually. Viewed as a water-stressed country, South Africa receives an average annual rainfall of less than 500 mm. Rainfall in South Africa is highly unpredictable and sporadic in most regions, with the inherent frequency, duration and distribution always being a concern, particularly to farmers and water resources managers. Various regions in South Africa are currently experiencing prolonged drought duration events that are crippling water resources and also impacting on other sectors such as agriculture. In particular, five of the nine South African provinces (i.e. the Western Cape, Free State, North West, KZN and Limpopo) are currently declared as drought disaster areas. The rainfall anomalies, particularly in these drought disaster provinces, have caused undesirable effects on crop production and have stressed water resources, which threaten the food security, health and economy of South Africa.

The spatial distribution of seasonal and annual PCI values calculated in this study indicates that the vast majority of South Africa received contrasting precipitation (i.e. low to moderate distribution patterns) in the last two decades. Because poor-resourced farmers depend on rainfall for their crop and livestock production, the spatial-temporal distribution of PCI across South Africa suggests unfavourable conditions for their agriculture production. Given that rainfall is a vital climatic factor influencing crop growth, less concentrated rainfall has adverse effects on agricultural productivity. In addition, rainfall is the main component that feeds water to most water reservoirs in South Africa. Therefore, inadequate rainfall will have a significant impact on water resources and water supply to the South African community. For example, drought attributed to low rainfall in the Western Cape Province has resulted in significant water level reduction in most dams in the province. In addition, the Vaal Dam, which supplies water to approximately 25 million citizens, reached its lowest level during the 2015/2016 hydrological year, although summer rainfall has since improved the situation. Furthermore, changes in precipitation distribution, intensity, and concentration may lead to soil erosion (gully erosion is dominant in the Northern Cape and Eastern Cape while sheet and rill erosion mostly occur in the eastern parts of South Africa), desertification and forest fires. As reported in Van Dijk et al., for example, high concentration and intensity of rainfall attributed to heavy storms may cause greater soil loss through increased soil particle detachment. In addition, high-intensity rainfall often causes higher rates of infiltration, excess run-off and greater transport of eroded sediments. These impacts are mostly unfavourable to agriculture and water sectors in South Africa.

Conclusions

We investigated the spatial-temporal distribution of precipitation concentration in South Africa for the period 1998–2015. The TRMM 3B42 version 7 satellite precipitation data sets were used to calculate PCI values at three timescales (i.e. annual, seasonal and supra-seasonal). Based on the results, precipitation concentration across South Africa exhibits noticeable spatial-temporal contrasts. The spatial variability of PCI values manifests as transition zones of the precipitation concentration that are in most cases aligned to the three climatological zones of the region. At annual timescales, the PCI values illustrate that the precipitation distribution ranges from relatively uniform (mainly in the central and southern interior) to highly irregular (especially to the north-eastern and western parts of South Africa). At seasonal timescales, the precipitation distribution is uniform during DJF, moderate during MAM and SON and highly irregular in JJA. Between 1998 and 2015, the annual PCIs across South Africa exhibit positive (but statistically insignificant) trends. Furthermore, during the SON season, large parts of South Africa exhibit generally negative PCI trends while during the MAM and JJA seasons, the PCI trends are generally positive. During the wet season, precipitation distribution is highly irregular across the Limpopo, Gauteng, North West and Northern Cape Provinces. On the other hand, the dry season exhibits largely moderate to low precipitation concentration over large parts of South Africa except for some parts of the western regions of the Northern Cape and northern regions of the Western Cape which depict irregular precipitation concentration. The PCI trends during the wet season are largely positive in the eastern and southwestern parts of South Africa while the interior parts exhibit negative PCI trends. The observed spatial pattern of PCI trends transition zones during the wet season mimic the climatological zones of South Africa, i.e. positive PCI trends correspond to the Mediterranean and sub-tropical climatic zones while the interior tropical climatological zone is characterised by negative PCI trends. Overall, given that precipitation concentration is an index of rainfall variability, water availability and rainfall erosivity, our results have practical applications in water resource planning and management as well as disaster preparedness. In addition, the spatial contrasts of PCI could provide information on water variability for the relevant government agencies. The implications of such observed change have strong influence on the natural processes of soil erosion, flooding, fluvial regimes and groundwater recharge and, therefore, serve as a warning tool for flooding and erosion within, for example, urban and peri-urban communities that are prone to these hydrological processes.
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Introduction

There has been a continual need to monitor and measure the various parameters in land surface hydrology, in order to deepen the understanding of hydrological processes, their importance in the hydrological cycle and their interactions between each other.\textsuperscript{1,2} Soil moisture is an important parameter in the hydrological cycle and impacts a variety of applications, including agricultural management, climate and weather applications, flood and drought forecasting and groundwater recharge.

Soil moisture is a difficult parameter to continuously monitor and measure at a catchment scale because of its heterogeneous characteristics. It varies both spatially and temporally and is thus a dynamic resource. Currently there are three methods of estimating soil moisture: (1) ground-based (in-situ) measurements, which are carried out using field instruments; (2) remote sensing based methods, which use specialized sensors on satellites and aircrafts and (3) land surface models, which use meteorological data as inputs, at a predefined spatial resolution.\textsuperscript{3,4} Inherently, each of these methods possess their respective advantages and limitations, constraining their effectiveness for hydrological applications.\textsuperscript{5}

In-situ measurements of soil moisture are the conventional methods used by several disciplines. The point measurements obtained cannot adequately represent the spatial characteristics of soil moisture and thus limit our understanding of feedbacks to the atmosphere. However, these point measurements play a key role in a variety of large-scale applications and are invaluable as both calibration and validation data.\textsuperscript{6} Recently, the cosmic ray probe (CRP) method, which is an innovative in-situ technique, has been implemented in several countries across the globe. The cosmic ray probe is capable of estimating soil moisture in previously problematic areas (saline soil, wetlands, rocky soil).

The cosmic ray probe provides spatial estimates of surface soil moisture at an intermediate scale of 18 hectares. The cosmic ray probe can provide data for hydro-meteorologists interested in land–atmosphere interactions. Cosmic ray probes can provide data for hydro-meteorologists interested in land–atmosphere interactions. The cosmic ray probe estimates can be promising for remote sensing scientists for product calibration and validation.

Significance:

- The cosmic ray probe provides spatial estimates of surface soil moisture at an intermediate scale of 18 hectares.
- A single cosmic ray probe can replace a network of conventional in-situ instruments to provide reliable soil moisture estimates.
- The cosmic ray probe is capable of estimating soil moisture in previously problematic areas (saline soil, wetlands, rocky soil).
- Cosmic ray probes can provide data for hydro-meteorologists interested in land–atmosphere interactions.
- The cosmic ray probe estimates can be promising for remote sensing scientists for product calibration and validation.

Cosmic ray neutrons provide an innovative technique for estimating intermediate scale soil moisture

Soil moisture is an important hydrological parameter, which is essential for a variety of applications, thereby extending to numerous disciplines. Currently, there are three methods of estimating soil moisture: ground-based (in-situ) measurements; remote sensing based methods and land surface models. In recent years, the cosmic ray probe (CRP), which is an in-situ technique, has been implemented in several countries across the globe. The CRP provides area-averaged soil moisture at an intermediate scale and thus bridges the gap between in-situ point measurements and global satellite-based soil moisture estimates. The aim of this study was to test the suitability of the CRP to provide spatial estimates of soil moisture. The CRP was set up and calibrated in Cathedral Peak Catchment VI. An in-situ soil moisture network consisting of time-domain reflectometry and Echo probes was created in Catchment VI, and was used to validate the CRP soil moisture estimates. Once calibrated, the CRP was found to provide spatial estimates of soil moisture, which correlated well with the in-situ soil moisture network data set and yielded an $R^2$ value of 0.845. The use of the CRP for soil moisture monitoring provided reliable, accurate and continuous soil moisture estimates over the catchment area. The wealth of current and potential applications makes the CRP very appealing for scientists and engineers in various fields.

KEYWORDS:
cosmic ray probe; area-average; in-situ soil measurements; hydrology

HOW TO CITE:

ARTICLE INCLUDES:
× Supplementary material
× Data set

FUNDING:
Partnerships for Enhanced Engagement in Research (USA); South African Agency for Science and Technology Advancement; United States Agency for International Development; University of KwaZulu-Natal; University of Pretoria

© 2018. The Author(s). Published under a Creative Commons Attribution Licence.
The combination of the abovementioned factors defines the neutron 2.

According to the earth's surface. atmosphere), which further lose energy and become thermal neutrons collision, therefore high energy neutrons become fast neutrons (in the surface of the soil. by the soil during the collision, whilst others will be scattered above the soil, thereby losing energy. These fast neutrons undergo elastic collisions with nuclei present in the top few metres of the biosphere, hydrosphere and lithosphere. secondary cosmic rays pass through the atmosphere and then through the earth's atmosphere and collide with atmospheric nuclei to initiate a flows in space reach the earth's atmosphere, where they are affected by the blast waves of exploding stars. Some of these high energy particle productions of cosmic ray neutrons solar panel for powering the system. Cosmic ray probe The CRP is the only in-situ technique that can obtain the average soil moisture content over hundreds of square metres – something that would require a dense in-situ point measurement network. The CRP estimates soil moisture hourly at a shallow measurement depth that ranges between 0.12 m and 0.72 m. The CRP system consists of neutron counters (moderated and bare tubes); a data logger which measures barometric pressure, humidity and temperature; a telemetry system with antenna to connect to an iridium satellite; and a battery and solar panel for powering the system. Production of cosmic ray neutrons Cosmic ray neutrons originate in space, where they are produced by the blast waves of exploding stars. Some of these high energy particle flows in space reach the earth's atmosphere, where they are affected by the earth's magnetic field. The high energy particles are captured into the earth's atmosphere and collide with atmospheric nuclei to initiate a cascade of secondary cosmic rays. Fast neutrons are created, as these secondary cosmic rays pass through the atmosphere and then through the top few metres of the biosphere, hydrosphere and lithosphere. These fast neutrons undergo elastic collisions with nuclei present in the soil, thereby losing energy. Some of the fast neutrons are absorbed by the soil during the collision, whilst others will be scattered above the surface of the soil. The cosmic ray neutrons lose energy with each collision, therefore high energy neutrons become fast neutrons (in the atmosphere), which further lose energy and become thermal neutrons (in the soil). As a result of fast neutrons being strongly moderated by hydrogen present in the environment, their measured intensities relate to changes in soil moisture, as well as other hydrogen sources at the earth's surface. Moderation of neutrons According to Ochsner et al. and Jiao et al., the moderation process of cosmic ray neutrons depends on three factors: 1. The scattering probability or the elemental scattering cross-section. 2. The logarithmic decrement of energy per collision. 3. The number of atoms of an element per unit mass of material, which is proportional to the concentration of the element and to the inverse of its mass number. The combination of the abovementioned factors defines the neutron stopping power of a material. Hydrogen, which is found mainly as water in the soil, plays the most significant role in moderating cosmic ray neutrons in the soil. Hydrogen has by far the highest stopping power of any element (~25 times greater), as the hydrogen atom has a high probability of scattering a neutron as a result of its fairly large elastic scattering cross-section. Hydrogen is the most efficient element with regard to the decrement of energy per collision and has a low atomic mass and makes up a substantial portion of all the atoms in many soils, as a consequence of the presence of water in the soil. The presence of water within the soil pores plays an important and central role in moderating the concentration of cosmic ray neutrons above the soil surface. Cosmic ray probe measurements The fast neutrons that are produced in the air and soil travel in all directions between the air and soil, thus creating an equilibrium concentration of neutrons. This equilibrium concentration is shifted because of changes (addition or subtraction) in the hydrogen content of the media. The soil moisture content is estimated by the concentration of cosmic ray neutrons, which are generated within the soil and moderated predominantly by hydrogen, before being diffused back into the atmosphere. The soil moisture content can therefore be inferred directly from these neutron fluxes. The CRP system consists of two sensors, which are the moderated and bare sensor. The moderated sensor is shielded by a 25.4-mm-thick polyethylene and measures the fast neutron intensity above the soil surface. The fast neutron intensity above the soil surface is inversely proportional to the soil moisture content. The bare tube (unshielded) measures the thermal neutrons, which are attributed to the water above the soil surface (biomass and snow).

Measurement footprint and depth of the cosmic ray probe measurements The CRP senses all hydrogen present within the distance that fast neutrons can travel in air, water, soil and other materials near the earth's surface. Thus, the measurement distance varies according to the density and chemical composition of the material. The footprint (measurement area) of the CRP is defined as the area around the probe from which 86% of the counted neutrons arise, is primarily associated with the chemical and physical properties of the air and is inversely proportional to the air density. The radial footprint of the CRP is reliant on the neutrons’ ability to travel hundreds of metres from their source, through the neutrons scattering in the air. Hence the scattering properties of air significantly affect the diameter of the footprint. When the CRP is placed in a static position a few metres above the ground, it has a radial footprint of ~240 m (~480 m diameter) at sea level. The effective measurement depth is the thickness at which 86% of counted neutrons arise, which depends strongly on the soil moisture content. The measurement depth ranges from 0.12 m to 0.7 m and is inversely proportional to the soil moisture content. The decrease in the measurement depth as a result of an increase in soil moisture is nonlinear. The cosmic ray technology consists of instruments that can be used either in a fixed position (CRP) or in a moving vehicle (cosmic ray rover). The CRP is used to obtain continuous measurements of an area which are normally summed to give hourly neutron counts, whilst the moving method can be used for mapping soil moisture over large areas. The CRP method has several advantages: the method is passive and non-contact (non-invasive); the system is easily automated and portable; and it has minimal power requirements. Applications are not limited to soil moisture, as the CRP can also be used to estimate above-ground biomass and snow depth. Most importantly, the measurement footprint is at an intermediate scale of around 18 ha. The method requires low data processing and is insensitive to soil texture, bulk density or surface roughness. The CRP does, however, require calibration, which is performed by obtaining corresponding measurements of area-averaged soil moisture and neutron intensity. The area-averaged soil moisture is obtained from ground-based point measurements, by collecting several soil samples within the CRP measurement area and determining the average soil moisture per calibration. The measured neutron intensities need to
be adjusted and corrected for variations in location, incoming high-energy particles, atmospheric pressure, absolute humidity and changes in biomass.\textsuperscript{21}

It is recommended that a minimum of two field calibrations are conducted, to obtain reliable estimates of soil moisture. These two calibrations should be carried out in opposing seasons, to calibrate the instrument over contrasting soil moisture statuses (a dry calibration in winter and a wet calibration in summer).\textsuperscript{22} Representative soil samples of the measurement area are required to be analysed, to correct the calibration function for lattice water (water of crystallisation not measured with conventional techniques) and water in organic matter.\textsuperscript{14}

For absolute volumetric water content (VWC), studies have shown that a minimum of three calibrations should be conducted to obtain soil moisture estimates with an error less than 2–3\%VWC. The CRP can provide useful data even if the calibration is not conducted. For use in flood forecasting or land surface model data assimilation, the relative changes (patterns) can be used from the corrected neutron counts directly.

**Methodology**

**Study site**

The Cathedral Peak Research Catchment VI lies within the KwaZulu-Natal Province of South Africa, in the Tugela Catchment, as shown in Figure 1. It comprises 15 gauged catchments that are situated on the little Berg, located below the Drakensberg escarpment, which creates a natural border between the northeastern side of Lesotho and South Africa.\textsuperscript{22}

The Drakensberg mountain range is the highest mountain range in South Africa and gives rise to many of the rivers which are of great economic importance to the country.\textsuperscript{23} Catchment VI has a catchment area of 0.68 km\(^2\) and is located by latitude 28.99\(^\circ\)S and longitude 29.25\(^\circ\)E. It is moderately dissected by streams and has a stream density of 3.25 km/km\(^2\).\textsuperscript{23} The altitude ranges from 1860 m at the weir (northernmost point of the catchment) to 2070 m at the highest point of the catchment, with an average catchment slope of 19\%.\textsuperscript{24}

The land cover of Catchment VI is uKhahlamba basalt grassland.\textsuperscript{25} The soils in the catchments are moderately weathered immature soils, which are primarily derived from basalt.\textsuperscript{26} The soils in the catchment are classified as latelitic yellow and red earths, with heavy black soils occurring in saturated zones and along stream banks.\textsuperscript{27} There is a contrast in soil properties among the soil layers. The topsoil has a friable consistency, which results in rapid infiltration, whilst the subsoil has a very high clay content, which results in poor infiltration. The topsoil has a high organic matter content (6–10\%), which results in a high water-holding capacity.\textsuperscript{28} The region is characterised climatically by its cold dry winters and hot wet summers. The mean annual precipitation is 1400 mm, with 85\% falling between October and March.\textsuperscript{29} Catchment VI has a mean annual precipitation of 1299 mm.\textsuperscript{27}

**Cosmic ray probe**

The CRP was installed on 28 February 2014 in the Cathedral Peak Catchment VI (Figure 2).
The calibration procedure involves obtaining an estimate of the area-averaged soil moisture content over the CRP measurement footprint by gravimetric sampling and the subsequent neutron intensity. Soil samples were taken at three radial rings, extending outwards from the CRP. The radial rings were situated at distances of 25 m, 100 m and 200 m from the CRP (Figure 3). At each of the three rings, eight points were taken at an equal distance along the circumference of the ring. At each sample point, soil samples were taken at different depths.

The gravimetric method was used to obtain soil samples within the CRP footprint, to determine the area-average soil moisture for the calibration of the CRP. The gravimetric soil moisture content is expressed, by weight, as the ratio of the mass of water present to the dry weight of the soil sample (g/g). The CRP, however, measures the volumetric soil moisture content, which is expressed as the ratio of volume of water to the total volume of the soil sample (cm$^3$/cm$^3$). The calibration of the CRP requires a representative bulk density value to convert the gravimetric soil moisture content to volumetric water content. The bulk density determination was carried out by obtaining undisturbed soil cores at various locations and depths within the catchment. The average measured bulk density was 0.593 g/cm$^3$. This low bulk density value can be attributed to the soil cover, organic matter content, soil structure, porosity and the lack of compaction, as the catchment is situated in an undisturbed area.

The calibration procedure followed that of Franz et al.\textsuperscript{21,28} The first step in the calibration procedure was to correct the neutron counts. This correction involved determining the neutron correction factors, using the following equations.\textsuperscript{28}

\begin{equation}
N = \frac{N' \cdot CP \cdot CWV}{CI \cdot CS}, \quad \text{Equation 1}
\end{equation}

where $N$ is the corrected neutron counts per hour, $N'$ is the raw moderated neutron counts, $CP$ is the pressure correction factor, $CWV$ is the water vapour correction factor, $CI$ is the high-energy intensity correction factor, and $CS$ is the scaling factor for geomagnetic latitude.\textsuperscript{28}

\begin{equation}
CP = \exp\left(\frac{P \cdot P_0}{L}\right), \quad \text{Equation 2}
\end{equation}

where $L$ is the mass attenuation length for high-energy neutrons (g/cm$^2$), $P$ is the atmospheric pressure (mb) at a specific site and $P_0$ is the reference atmospheric pressure (mb).\textsuperscript{9}

\begin{equation}
CWV = 1 + 0.0054 (P_{vo} - P_{vo, ref}), \quad \text{Equation 3}
\end{equation}

where $P_{vo}$ is the absolute humidity of the air (g/m$^3$) and $P_{vo, ref}$ is the reference absolute humidity of the air (g/m$^3$).

\begin{equation}
CI = \frac{I_m}{I_{ref}}, \quad \text{Equation 4}
\end{equation}

where $I_m$ is the selected neutron monitoring count rate at any particular point in time and $I_{ref}$ is the reference count rate for the same neutron monitor from an arbitrary fixed point in time. The neutron flux data was obtained through the neutron monitoring database (www.nmdb.eu), which provides real-time data from a global network of monitoring stations.

\begin{equation}
CS = f(x,y,z,t), \quad \text{Equation 5}
\end{equation}

where $x$, $y$, $z$ is location and elevation, and $t$ is time.

The following calibration function was then used to determine the $N_o$ value for each calibration\textsuperscript{21}:

\begin{equation}
(\theta_p + \theta_{LW} + \theta_{SOC}) = \frac{0.0808}{N_o} - 0.372 \quad \text{Equation 6}
\end{equation}

Rearranging the calibration function to determine $N_o$:

\begin{equation}
N_o = \left(\frac{N}{0.0808 \cdot (\theta_p + \theta_{LW} + \theta_{SOC}) - 0.372}\right) \quad \text{Equation 7}
\end{equation}
Rearranging the calibration function to determine VWC:

\[
VWC = \left( \frac{0.0808}{N} - 0.372 \right) \theta_p \text{(Equation 8)}
\]

where \( \theta_p \) is the gravimetric water content (g/g), \( \theta_{w} \) is lattice water content (g/g), \( \theta_{soil} \) is soil organic carbon water content (g/g), \( P_{bd} \) is dry soil bulk density (g/cm\(^3\)), \( N \) is the corrected neutron counts per hour, and \( N_i \) is an instrument-specific calibrated parameter. We note that soil moisture is often expressed in units of volume per cent (VWC(%) = \( \theta_p \times P_{bd} \times 100 \)).

\( \theta_{soil} \) was not determined, but was given a value of 0.01 g/g based on published values. \( \theta_{w} \) was determined to be 0.154 g/g. A 50-g representative soil sample was sent to Activation Laboratories in Canada for \( \theta_p \) determination by combustion at 1000 °C.

There is a need to correct for biomass.\(^{21}\)

\[
(\theta_p + \theta_{w} + \theta_{soil}) = \frac{0.0808}{N(BWE)} - 0.115 \text{(Equation 9)}
\]

where BWE is the biomass water equivalent (mm). The biomass calculation is done for vegetation types whose biomass changes with their growing stage. Because the vegetation of Catchment VI is short grassland, the biomass was small\(^{20}\) and the change in biomass in this context was therefore insignificant and a biomass correction was not required.

The neutron count (N) for each calibration was determined as the average neutron count during which the soil samples for that calibration were obtained. These counts were used to determine the \( N_i \) value for each calibration, using the rearranged calibration Equation 7 (Table 1).

The average \( N_i \) value for the calibrations was calculated to be 3249.324. This calculated \( N_i \) value was used in the rearranged calibration function equation (Equation 8) to determine the hourly VWC (Figure 4). The hourly CRP data (grey line) were converted into daily (black line) average to smooth the data and for comparison with other daily-derived soil moisture products. The results show that soil moisture was higher in the summer and lower in the winter (Figure 4), as expected in the summer rainfall region of South Africa.

The effective measurement depth of the CRP over the 1-year period between March 2014 and March 2015 (Figure 5), showed that the effective measurement depth ranged from 0.084 m to 0.148 m, with an average effective measurement depth of 0.117 m.

Creating a soil moisture network

It was essential to create an in-situ soil moisture network within the CRP measurement area, to obtain data that could be used to validate the calibrated CRP estimates. The in-situ soil moisture network consisted of three types of measurement instruments, which were installed on 9 July 2014: one soil pit with TDR probes inserted horizontally at depths of 0.05, 0.10, 0.15, 0.20 and 0.30 m; five wireless TDR sensors (0.12 m) inserted vertically into the soil surface; and eight Echo probes inserted horizontally at a depth of 0.10 m. The five wireless TDR probes and eight Echo probes were placed within the CRP’s footprint area. All three sets of data were merged by weighting each point within the catchment equally, to create a representative in-situ soil moisture estimate. For consistency, only the 0.10 m and 0.15 m TDR pit data were used, which coincide with the two other in-situ measurement method depths and the effective measurement depth of the CRP. The CRP has a varying effective depth, which could be validated against the TDR pit, which has sensors at different depths; however, the aim was to test the suitability of the CRP to provide spatial estimates of soil moisture, which required a spatial validation data set and not a single point measurement.

Results and discussion

Soil moisture varies both spatially and temporally and fluxes in soil moisture content occur over short time periods and distances. The key input to the soil moisture content in Cathedral Peak Catchment VI is rainfall. Therefore, rainfall data are necessary to support and explain changes in soil moisture. Rainfall data from a rain gauge situated within Catchment VI were obtained for the 1-year period from March 2014 to March 2015 (Figure 5). The rainfall distribution showed that most of the rainfall (73%) occurred in the summer months.

Validating the CRP

A time series of the CRP and in-situ soil moisture data (Figure 6) showed the dependency of the soil moisture fluctuations on rainfall. There were smaller fluctuations in winter as a result of lower rainfall than in summer, during which the fluctuations in soil moisture were greater, because of more rainfall events. The CRP estimates correlated better in the wetter periods (slope=0.876) when the soil moisture values were above 30%, compared to the drier periods (slope=0.691). The CRP estimated soil moisture on average 3.45 VWC (%) higher throughout the validation period, when compared to the in-situ data set. This result is ascribed to differences in the measurement depths between the CRP and the in-situ instruments. Overall, the CRP-derived soil moisture followed the general trend of the in-situ soil moisture variations.

A graph of in-situ (x-axis) versus the CRP (y-axis) soil moisture estimates revealed that the majority of the points were above the 1:1 line (dotted) (Figure 7). There were no extreme outliers. The positive y-intercept of 12.024 indicated an over-estimation by the CRP of the lower values (when the soil was drier). There was a good agreement between both data sets, shown by the high R\(^2\) (0.845).

A graph of the residuals (differences between the in-situ and CRP data sets) against time was plotted (Figure 8). The ΔVWC (%) was the difference between the in-situ (independent) and CRP (dependent) data sets. This graph is plotted to illustrate how the difference in variables change over time. Most of the residuals are negative, which indicates that the CRP over-estimates soil moisture when compared to the in-situ data set. In the drier periods, the residuals range from -0.52 to -11.54 VWC (%) (with an average of -6.25 VWC (%)), which indicates that the CRP over-estimates soil moisture throughout these periods. In the wet periods, the residuals vary from 6.16 to -7.08 VWC (%) (with an average of -0.90 VWC (%)). The CRP performed better in the wetter periods, when compared to the in-situ measurements, as the average absolute residual value is less than that of the corresponding drier periods.

---

Table 1: Calibrations, dates, gravimetric soil moisture, bulk density, neutron counts and calculated \( N_i \) values

<table>
<thead>
<tr>
<th>Calibration (date)</th>
<th>Moisture status</th>
<th>Gravimetric water content (g/g)</th>
<th>Bulk density (g/cm(^3))</th>
<th>Volumetric water content (cm(^3)/cm(^3))</th>
<th>Neutron count (count/h)</th>
<th>( N_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (09/07/2014)</td>
<td>Dry</td>
<td>0.490</td>
<td>0.593</td>
<td>0.291</td>
<td>1731.684</td>
<td>3250.573</td>
</tr>
<tr>
<td>2 (28/08/2014)</td>
<td>Dry</td>
<td>0.438</td>
<td>0.593</td>
<td>0.259</td>
<td>1761.408</td>
<td>3242.507</td>
</tr>
<tr>
<td>3 (02/12/2014)</td>
<td>Wet</td>
<td>0.647</td>
<td>0.593</td>
<td>0.384</td>
<td>1652.600</td>
<td>3255.973</td>
</tr>
<tr>
<td>4 (22/01/2015)</td>
<td>Wet</td>
<td>0.741</td>
<td>0.593</td>
<td>0.439</td>
<td>1611.059</td>
<td>3248.243</td>
</tr>
</tbody>
</table>
VWC, volumetric water content

**Figure 4:** Hourly (grey line) and daily (black line) soil moisture estimates using the calibrated cosmic ray probe.

**Figure 5:** The cosmic ray probe's effective measurement depth (m).

**Figure 6:** Daily soil moisture estimates for Catchment VI using in-situ and cosmic ray probe (CRP) methods plotted against rainfall.
Figure 7: Scatterplot of in-situ versus cosmic ray probe (CRP) soil moisture estimates for the period 11 July 2014 to 1 March 2015. The dotted line indicates the 1:1 line.

A paired t-test (Table 2) revealed that the mean of the CRP was 3.5% higher than the in-situ data (negative t-statistic). The variance for the in-situ soil moisture was higher than the CRP by 30% and suggests the higher variation of point measurements when compared to the large area average of the CRP. The absolute value of the t-statistic (4.827) was greater than the critical two-tail value (1.965) and the p-value (1.919 x 10^{-6}) was less than the alpha value (0.05) showing that there was a significant difference between the methods.

Table 2: Results of t-test comparing in-situ and cosmic ray probe (CRP) soil moisture estimates

<table>
<thead>
<tr>
<th></th>
<th>In-situ</th>
<th>CRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>29.557</td>
<td>33.005</td>
</tr>
<tr>
<td>Variance</td>
<td>74.464</td>
<td>44.433</td>
</tr>
<tr>
<td>Number of observations</td>
<td>233</td>
<td>233</td>
</tr>
<tr>
<td>Hypothesised mean difference</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>d.f.</td>
<td>436</td>
<td></td>
</tr>
<tr>
<td>t-statistic</td>
<td>-4.827</td>
<td></td>
</tr>
<tr>
<td>p(T&lt;=t) two-tail</td>
<td>1.919 x 10^{-6}</td>
<td></td>
</tr>
<tr>
<td>t:Critical two-tail</td>
<td>1.965</td>
<td></td>
</tr>
</tbody>
</table>

The CRP was not measuring soil moisture at a constant depth throughout the validation period, as its measurement depth depends on the soil moisture content. When the soil was dry, the CRP probe was measuring at a deeper depth (0.14 m) than when the soil was wet (0.10 m). The representative in-situ data set was measuring constantly at an average depth of 0.12 m. Therefore, the dry periods did not correlate as well as the wet periods, as the measurement depths were different.

Conclusions

Understanding the spatial and temporal variability of soil moisture at different scales is of great importance in many land surface disciplines, such as hydrology. Soil moisture is a key hydrological variable, as it impacts the water and energy balance at the land surface–atmosphere interface and is the main water source for natural vegetation and agriculture. It is difficult to quantify and assess the soil moisture content at an intermediate scale, because of the heterogeneity in soil and land-cover properties, climate drivers and topography.

The CRP, once properly calibrated, is suitable for providing spatial estimates of soil moisture, as the measurements correlated well with the representative in-situ soil moisture data set. The CRP calibration procedure described here is adequate for predicting soil moisture at a scale of around 18 ha; however, potential errors can be introduced throughout the procedure, which range from selecting the sample points
and determining a representative bulk density, to determining the average neutron count ($N$) value. Therefore, proper procedures must be adhered to in order to minimise potential errors. One calibration is sufficient for soils with sparse vegetation, but multiple calibrations obtained at different soil moisture contents provide a more accurate calibration.28 The validation of the CRP with a representative catchment soil moisture data set, from the in-situ soil moisture network, showed that the CRP is suitable for providing continuous spatial soil moisture estimates.

**Recommendations**

The following recommendations can be used to address the main limitations that were experienced in this research study. These recommendations will provide assistance for future research studies.

The CRP is time and labour intensive, as numerous gravimetric soil samples within the measurement footprint at several depths are required. The use of a TDR Hydro-Sense probe, which obtains instantaneous measurements of volumetric soil moisture when inserted into the soil, can potentially be used to obtain the necessary soil moisture measurements for the calibration. Thus, it would greatly reduce the time and labour required, as well as eliminate the need to determine the bulk density which is needed to convert gravimetric soil moisture to volumetric soil moisture.

The validation of the CRP should ideally be done with in-situ soil moisture sensors at a variety of depths. Ideally, several TDR pits in the CRP measurement volume could be used. This approach would improve the validation, as the CRP does not measure at a constant depth. However, this approach would be very capital, time and labour intensive, as a dense network of TDR pits would be required.

The number of calibrations carried out against the accuracy of the calibrated CRP estimates needs to be considered. In theory, more calibrations carried out would result in more reliable estimates of soil moisture. In practice, each calibration requires time, labour and capital to conduct. Therefore, although we conducted four calibrations, reliable estimates could have been obtained with two calibrations, one each in opposing seasons.
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Community composition and functions of endophytic bacteria of Bt maize

We investigated the potential effects of genetic modification of Bt maize on the community composition and functions of bacterial endophytes associated with transgenic maize (Bt MON 810) in comparison with its isogenic parental line at two developmental stages. Bacterial isolates were obtained from transgenic (Bt) and non-transgenic (non-Bt) maize at 50- and 90-day-old developmental stages. Isolated bacterial endophytes were screened for their capabilities in phosphate solubilisation, nitrogen fixation, production of antifungal metabolites and production of indole acetic acid. After molecular identification, 60 isolates were obtained and clustered into 19 and 18 operational taxonomic units from 50- and 90-day-old maize, respectively. The isolates belonged to the genera Bacillus, Pantoa, Serratia, Yersinia, Enterobacter, Pseudomonas, Acinetobacter and Stenotrophomonas. Functional attributes and diversity of the isolated endophytes at both developmental stages were not significantly different for both maize varieties. However, functional attributes were significantly affected by plant growth stage. Isolates from younger plants were more efficient producers of indole acetic acid, but exhibited little or no capabilities for nitrogen fixation, phosphate solubilisation and antifungal activity in both maize genotypes. Based on these outcomes, Bt modification in maize does not seem to affect the community composition or functional attributes of bacterial endophytes.

Significance:
- Bt modification in maize does not affect the ecological guild or functional attributes of cultivable bacterial endophytes.

Introduction
Maize is one of the most important crops in the world, and is consumed as a staple food as well as animal feed in both developed and developing countries. Globally, maize production is threatened by a number of factors, especially the outbreak of pests such as stalk borer insects. The tissue damage caused by the stem borers allows pathogenic microbes to colonise open areas leading to leaf and cob rots as well as mycotoxin accumulation. The introduction of genetically modified Bt maize, which contains a gene from the soil bacterium Bacillus thuringiensis (Bt), has given rise to the production of highly resistant varieties that are toxic to major insect pests of the orders Lepidoptera and Coleoptera. On the other hand, the overall impact of such modification in maize cannot be predicted. For example, such genetic modification could adversely affect non-target organisms, especially the composition and functions of the natural microbial community of maize plants, which includes endophytic, ectophytic and rhizospheric microbes.

Endophytes are bacteria, archaea or fungi that live inter- or extracellularly without causing any symptoms of disease to the host plant. They are present in virtually all plants studied to date. Their diversity varies from plant to plant as a result of many factors that may include, among others, plant species, genotype, tissue, growth stage and differences in colonisation pathway. Bacterial endophytes have the capacity to promote plant growth because of their participation in nutrient cycling – phosphorus solubilisation and nitrogen fixation, hormone production (indole acetic acid) as well as suppression of pathogens (biocontrol agents). Gaining a more detailed understanding of the microbial community in genetically modified maize is imperative for evaluating the resilience of varieties as well as the potential implication of the modification on ecosystem functioning. Few studies have delved into this important aspect of endophyte biology. In this study, we hypothesised that genetic modification of maize plants (such as Bt maize) might influence the diversity and functional attributes of endophytic bacteria associated with the plant. This led us to investigate the potential impacts of genetic modification of maize on the community composition and functions of cultivable bacterial endophytes from different plant parts that included leaves, stems, cobs and tassels/husks at two different plant growth stages. Such an approach will improve our knowledge in this field, particularly that relating to: (1) the relationship between maize phyllosphere and community composition of bacterial endophytes and (2) potential impacts of genetic modification of Bt maize on the community composition and functional roles of the bacteria endophytes at different plant growth stages.

Methods and materials
Sample collection
Samples were collected at the Agricultural Research Council – Grain Crop Institute in Potchefstroom in the North West Province of South Africa (26°43’39.2’S, 27°04’48.8’E). The study was conducted using a single variety of transgenic Bt maize (MON 810) and its isogenic parental line (non-Bt), which served as a reference or control. The Bt and non-Bt maize fields were cultivated using disc ploughing. The maize was hand planted in 1.2-m rows. The soil type for both plant genotypes was the same as the plots were next to each other. Plants were irrigated weekly as needed. Field temperatures varied between 24 °C and 32 °C. Plants were sampled ‘destructively’ at two different growth stages: pre-flowering (50 days after emergence) and post-flowering (90 days after emergence). A total of 20 maize plants (10 Bt and 10 non-Bt) were sampled and analysed at each developmental stage. The...
plant parts were severed with sterile scissors, placed in a plastic bag and transported to the laboratory. Collected explants of healthy leaves, stem, tassels and seeds were stored separately for analysis.

Isolation of endophytes

Stored samples of healthy leaves, stem, tassels and seeds were cut into pieces of approximately 20 mm² (segments). The explants were surface sterilised using a three-step approach that involved immersion in 70% (v/v) ethanol for 60 s, followed by rinsing with distilled water and subsequent sterilisation in 3% (v/v) sodium hypochlorite for 60 s and finally in 70% (v/v) ethanol for 30 s. Samples were further washed in sterile distilled water three times, for 60 s each. Nutrient agar (Merck (Pty) Ltd, Johannesburg, South Africa), tryptone soy agar (Merck), and nutrient broth media were used for the isolation of bacteria from the explants. The process involved the inoculation of explants obtained from different parts of the maize plants on the three different media. The explants were inoculated at the centre of the plates containing these three media. All plates were incubated at 27 °C in duplicate for 24 h. Sub-culturing was done until pure isolates were obtained. Pure isolates from the same plant parts but different replicates were grouped together in subsequent analyses.

Colony PCR and sequencing

An aliquot of pure single colony culture was transferred to a 1.5-mL microcentrifuge tube containing 200 µL sterile milliQ water and homogenised using a vortex (Labnet International, Edison, NJ, USA). DNA amplification of the isolates was done directly using the suspended cells in a colony polymerase chain reaction (PCR). Primers were synthesised by Inqaba Biotech (South Africa). The 20 µL reaction mixture included 2X PCR master mix (0.05 µL Phusion Flash II DNA polymerase, 4 mM MgCl₂ and 0.4 mM dNTPs (Thermo scientific, USA), specific primers (100 pmole/µL) and distilled water. Reagents were mixed by brief centrifugation at 6500 rcf for 10 min. The PCR programme involved an initial denaturation step of 98 °C for 60 s, 35 cycles of 98 °C for 30 s, 50 °C for 30 s and 72 °C for 60 s, with a final extension step of 72 °C for 5 min. The integrity of PCR amplicons was verified with the aid of gel electrophoresis on a 1% agarose gel using a 100-bp molecular marker (Biolabs). Amplicons (~600 bp) were further purified and sequenced bi-directionally with the same set of primers. Forward and reverse sequences were inspected, edited and assembled using Bio-Edit. Sequence data obtained were submitted to Genbank and given accession numbers KT120070–KT120099 and KT459755–KT459782.

Taxonomic assignment and phylogenetic reconstruction

All the 16S rDNA gene sequences were assigned to bacterial taxa using SeqMatch on the Ribosomal Database Project website (http://rdp.cme.msu.edu/index.jsp). This assignment was followed by multiple sequence alignments and clustering into operational taxonomic units (OTUs) using the mothur software. The assignment was based on a 99% similarity level between OTUs. Matched sequences, one for each OTU, were later obtained from the National Center for Biotechnology Institute’s phosphate growth medium.

Phosphate solubilisation

The phosphate solubilisation ability of the bacterial isolates was assessed by plate assay using the Indian National Botanical Research Institute’s phosphate growth medium. The medium contained (g/L): MgSO₄·7H₂O–0.25; (NH₄)₂SO₄–0.10; MgCl₂·6H₂O–5.00; KC1–0.20; Ca₃(PO₄)₂–2.5; glucose-10 and agar-20. A clear halo around the bacterial colony was considered positive for phosphate solubilisation. Each of the isolates was inoculated in triplicate and grown at 30 °C for 8 days.

The negative control was without the inoculum.

Solubilisation efficiency = (diameter of halo)/(diameter of colony) X 100

Antifungal activity assay

The maize pathogen used for the antifungal activity assay in this study was Fusarium verticillioides 10025, obtained from the Agricultural Research Council – Plant Protection Research Institute. The test was performed using potato dextrose agar (Merck (Pty) Ltd, South Africa) medium that had a 5-mm disc of fungi mycelia (F. verticillioides 10025) placed at the centre of the plate, with a single streak of bacterial culture 3 mm away from the fungal disc. The plates were grown for 5 days at 25 °C and the inhibition activity was evaluated by comparing the radius of the fungal growth treated with bacteria against the control. The inhibition estimation was calculated by:

% Inhibition in radial growth = \( \frac{r_1 - r_2}{r_1} \times 100 \)

where r1 is the radial mycelia growth in the control and r2 is the radial mycelia growth in the treatment. The antifungal activity of each isolate was tested in triplicate.

Statistical analyses

Assessments of potential impacts of genetic modification of the BT maize on the type, composition and functions of endophytes prevalent at each growth stage were determined by multivariate analysis. For this analysis, data for all plant parts were pooled per growth stage. Multivariate analysis combines different measurements from the same sample and can recognise correlations and interactions between factors; it is therefore a good tool to understand external influences on species composition as well influences on functions simultaneously. For this reason, many studies aiming to quantify the effects of transgenic plants on microbial-associated communities have used this instrument.

Community composition as well as capabilities of the endophytes for solubilisation of phosphate, fixation of atmospheric nitrogen, production of antifungal metabolites, and production of IAA were compared between Bt and non-Bt maize genotypes for the pre- and post-flowering stages. Principal component analysis (PCA) was used to determine how the isolated endophytes could be related directly to each of the identified functional attributes. This approach not only allowed the detection of the variation in community composition but also showed their functional capabilities at both the pre-flowering stage (50 days) and post-flowering stage (90 days).

The PCA was applied in MS Excel version 2013. Data were arranged such that the four variables – nitrogen fixation, % inhibition, % phosphate efficiency and IAA production – were mapped as arrows. In the resulting bi-plot, endophyte types were represented by points, circles, triangles etc., while function variables were represented...
by arrows. Bi-plots represented an endophyte’s position along an arrow representing a capability to perform that particular function, because arrows representing each function were plotted in the direction of their maximum change. Thus, long arrows indicated high capability for that function. Numbers (diversity) of isolated endophytes from Bt versus non-Bt maize did not differ if points occurred close together or in the same positions along the arrows. Endophyte species occurring in positions close to or beyond the tip of the specific arrow were strongly and positively correlated with that functional capability. A perpendicular from the arrow to an endophyte point indicated the position of that species in relation to values of that function. Those species at the opposite end of the arrow were less strongly affected. Thus, in addition to presenting the variation in community composition, the bi-plot also accounted for variation in ability to solubilise phosphate, fix atmospheric nitrogen, and produce antifungal metabolites. In this way, the PCA approach allowed a quick appraisal of how community composition and functions vary between the pre- and post-flowering stages and between the Bt and non-Bt maize varieties.

Statistical tests were run on SPSS version 19.0 comparing these capabilities during the two periods – pre-flowering and post-flowering. For the capacity to fix nitrogen during pre-flowering versus post-flowering, a score of 1 was applied if nitrogen fixation was present and 0 if absent, and the analysis was conducted using chi-square tests. For solubilisation of phosphate, production of IAA, and antifungal activity at 50 days, independent t-tests were applied (Supplementary table 1). Because endophyte activity at 90 days was not independent of endophyte activity at 50 days, paired t-tests were used in the same way to compare these activities between the two treatments at 90 days (Supplementary table 2). To broadly assess functional efficiencies of the species between plant growth stages, a one-way repeated measures analysis of variance comparing the capabilities for specific function at each growth stage was applied.

Results

Bacterial isolates

The amplified DNA products were 600 bp in length. The sequences were clustered into OTUs at 99% similarity. The homology sequence analysis of the 16S rDNA of the bacterial endophytes associated with stems, leaves, tassels and seeds of Bt and non-Bt maize indicated that they belong to eight genera: Bacillus, Pantoea, Stenotrophomonas, Yersinia, Serratia, Pseudomonas, Enterobacter and Acinetobacter (Figures 1 to 4, Table 1).

Table 1 indicates the number of isolates obtained from both Bt (transgenic) and non-Bt maize plants with their accession numbers and OTU representatives. The diversity of cultivable bacterial endophytes (Figures 3 and 4) in the Bt variety was not significantly different from that of endophyte activity at 50 days. The prevalence of species at 50 days in Bt maize was 48.3%, whilst in non-Bt maize was 51.7%. The relative density of Bt maize were observed during the reproductive stage (90 days old), when compared to non-Bt maize, which could be related to stress.

Possible effects of the genetic modification (Bt maize) on microbial communities between Bt and non-Bt maize varieties compared laterally at both 50- and 90-day periods did not find any difference in bacterial communities between Bt and non-Bt maize (Table 2). The diversity of endophytes obtained in the present study were of the phyla Firmicutes (28%) and Proteobacteria (72%). From the endophytic bacterial species obtained from both maize genotypes, Bacillus was the most prevalent from the leaves (17%), stem (12%) and seeds (6%) while Pantoaea was isolated more from the leaves (12%). The genus Bacillus was found in all the plant parts investigated while Pantoaea and Enterobacter were found in the stems and leaves. Stenotrophomonas and Serratia were identified from the seeds and stems. Lastly, Yersinia was identified in the leaves and tassels while Acinetobacter was only obtained from the stems (Table 1).

Bacterial isolates and functions

Bacterial community composition between Bt and non-Bt maize was not different, suggesting that Bt modification may not have a negative impact on the bacterial endophyte populations. Specifically, there was no significant difference in terms of endophytes community composition between Bt and non-Bt for both plant growth stages, pre-flowering and post-flowering (Figure 5). Lower capability for nitrogen fixation was strongly associated with the pre-flowering stage (i.e. young plants) for both Bt and non-Bt maize (Figure 6). However, all isolates from the post-flowering stage were able to fix nitrogen in both Bt and non-Bt maize (Figure 6). Antifungal activity and phosphate solubilisation capabilities of the isolates were positively associated with the post-flowering stage and weakly associated with the pre-flowering stage.

For the pre-flowering plants, on both non-Bt and Bt maize, the highest IAA production was particularly by BT4_50S (Pantoea species) and NBT5_50S (Acinetobacter species). However, there were three species with exceptions to the growth stage trend as indicated in Figure 5a. These endophytes exhibited high antifungal activity and phosphate efficiency.

Screening for potential atmospheric nitrogen fixers

There were no significant differences in nitrogen fixation between Bt and non-Bt maize at 50 days (p = 0.779). The number of nitrogen fixers increased in both Bt and non-Bt varieties from 50 days to 90 days; the increase was significant in the Bt variety (p = 0.003).

Indole acetic acid assay

Figure 7 shows the activity of IAA production at both 50 days and 90 days for Bt and non-Bt maize plants. There were no significant differences in IAA production between Bt and non-Bt maize at 50 days (p = 0.555). However, there was a significant difference in IAA production between 50 and 90 days’ developmental growth stages for both Bt and non-Bt maize varieties, with isolates obtained from younger plants exhibiting an elevated capacity for production of IAA (p = 0.006).

Phosphate solubilisation

The distribution of phosphate solubilisation is presented in Figure 8. Phosphate solubilisation was not significantly different for Bt and non-Bt maize varieties compared laterally at both 50- and 90-day periods (p = 0.582) (compared independently). However, when compared across growth stages, isolates obtained from older plants (post-flowering) were significantly more efficient in phosphate solubilisation (p = 0.0027).

Antifungal activity

Figure 9 illustrates the bacterial endophytes with potential inhibition against the fungal phytopathogen (F. verticillioides). There was no significant difference between Bt and non-Bt maize in terms of antifungal activity at 50 (p = 0.627) and 90 days (p = 0.652) when compared separately. However, when plant age was considered for both categories of Bt and non-Bt maize, antifungal activity was highest in older plants (i.e. post-flowering) (p = 0.001).

Discussion

Transgenic Bacillus thuringiensis (Bt) maize is the most widely grown crop in the world. The transgenic plants have functional genes inserted into their genome which are expressed in all the tissues and stages during plant growth. When such genetic modification exists in the plant tissues, non-target organisms such as endophytes, epiphytes and rhizospheric microbes could be at risk. Unfortunately, plants greatly depend on these microbes for health and growth as they play a crucial role in nutrient mineralisation, biological control, hormone production and resistance to stress. Possible effects of the genetic modification (Bt maize) on the community composition and functional attributes of endophytes during two developmental plant growth stages in comparison to the non-Bt maize isogenic parental line were evaluated. Remarkably, there was no significant difference in the composition of the cultivable bacterial community of the two maize genotypes. This result could be related to maize plants having the same physiological characteristics, thus hosting the same endophytic group. Similarly, another study done by Saxena and Stotzky did not find any difference in bacterial communities between transgenic and non-transgenic maize. However, shifts in microbial density of Bt maize were observed during the reproductive stage (90 days old), when compared to non-Bt maize, which could be related to plant age and soil type.
Figure 1: Operational taxonomic units (OTUs) of 16S bacterial sequences obtained from 50-day-old Bt and non-Bt maize plants.

Figure 2: Operational taxonomic units (OTUs) of 16S bacterial sequences obtained from 90-day-old Bt and non-Bt maize plants.
Figure 3: Phylogenetic relationship of representative operational taxonomic units (OTUs) of 50-day-old Bt and non-Bt bacterial isolates based on 16S rDNA gene and closely related sequences (Jukes–Cantor algorithm and neighbour-joining tree). Bootstrap values are based on 1000 replicates and are indicated in branches; *Aquifex aeolicus* was used as an outgroup.

Figure 4: Phylogenetic relationship of representative operational taxonomic units (OTUs) of 90-day-old Bt and non-Bt bacterial isolates based on 16S rDNA gene and closely related sequences (Jukes–Cantor algorithm and neighbour-joining tree). Bootstrap values are based on 1000 replicates and are indicated in branches; *Aquifex aeolicus* was used as an outgroup.
Table 1: Isolates obtained from explant tissues of 50- and 90-day-old Bt and non-Bt maize

<table>
<thead>
<tr>
<th>Developmental stage</th>
<th>Source</th>
<th>OTU representative</th>
<th>Most significant alignment</th>
<th>% Similarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>50-day isolates</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NB8_50L(KT459767)</td>
<td>Leaf</td>
<td>OTU 1 (KT459767)</td>
<td>Yersinia mollaretii</td>
<td>99%</td>
</tr>
<tr>
<td>NB5_50L(KT459762)</td>
<td>Leaf</td>
<td>OTU 2 (KT459762)</td>
<td>Bacillus sp.</td>
<td>99%</td>
</tr>
<tr>
<td>NB4_50L(KT459764)</td>
<td>Leaf</td>
<td>OTU 3 (KT459764)</td>
<td>Bacillus sp.</td>
<td>99%</td>
</tr>
<tr>
<td>B7_50L(KT459760)</td>
<td>Leaf</td>
<td>OTU 4 (KT459760)</td>
<td>Bacillus sp.</td>
<td>99%</td>
</tr>
<tr>
<td>B5_50L(KT459758)</td>
<td>Leaf</td>
<td>OTU 5 (KT459758)</td>
<td>Bacillus sp.</td>
<td>99%</td>
</tr>
<tr>
<td>NB9_50S(KT459779)</td>
<td>Stem</td>
<td>OTU 6 (KT459779)</td>
<td>Bacillus sp.</td>
<td>99%</td>
</tr>
<tr>
<td>NB3_50L(KT459763)</td>
<td>Leaf</td>
<td>OTU 7 (KT459763)</td>
<td>Bacillus sp.</td>
<td>99%</td>
</tr>
<tr>
<td>NB10_50L(KT459769)</td>
<td>Leaf</td>
<td>OTU 8 (KT459769)</td>
<td>Bacillus massiliensis</td>
<td>99%</td>
</tr>
<tr>
<td>NB10_50L1(KT459762)</td>
<td>Leaf</td>
<td>OTU 9 (KT459762)</td>
<td>Pseudomonas fluorescens</td>
<td>99%</td>
</tr>
<tr>
<td>NB5_50S(KT459778)</td>
<td>Stem</td>
<td>OTU 10 (KT459777)</td>
<td>Bacillus sp.</td>
<td>99%</td>
</tr>
<tr>
<td>NB1_50S(KT459780)</td>
<td>Stem</td>
<td>OTU 11 (KT459780)</td>
<td>Enterobacter hormaechei</td>
<td>99%</td>
</tr>
<tr>
<td>NB17_50S(KT459798)</td>
<td>Stem</td>
<td>OTU 12 (KT459798)</td>
<td>Pantoea ananatis</td>
<td>99%</td>
</tr>
<tr>
<td>NB6_50S(KT459811)</td>
<td>Stem</td>
<td>OTU 13 (KT459811)</td>
<td>Stenotrophomonas maltophilia</td>
<td>99%</td>
</tr>
<tr>
<td>NB5_50S(KT459877)</td>
<td>Stem</td>
<td>OTU 14 (KT459877)</td>
<td>Acinetobacter sp.</td>
<td>99%</td>
</tr>
<tr>
<td>B1_50S(KT459877)</td>
<td>Stem</td>
<td>OTU 15 (KT459877)</td>
<td>Bacter subtilis</td>
<td>99%</td>
</tr>
<tr>
<td>B15_50S(KT459770)</td>
<td>Stem</td>
<td>OTU 16 (KT459770)</td>
<td>Serratia marcescens</td>
<td>99%</td>
</tr>
</tbody>
</table>

90-day isolates

<table>
<thead>
<tr>
<th>Source</th>
<th>OTU representative</th>
<th>Most significant alignment</th>
<th>% Similarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB6L1(KT120083)</td>
<td>Leaf</td>
<td>OTU 1 (KT120089)</td>
<td>Pantoea ananatis</td>
</tr>
<tr>
<td>NB6L2(KT120082)</td>
<td>Leaf</td>
<td>OTU 2 (KT120082)</td>
<td>Bacillus mycoides</td>
</tr>
<tr>
<td>NB6H(KT120093)</td>
<td>Seed</td>
<td>OTU 3 (KT120093)</td>
<td>Acinetobacter sp.</td>
</tr>
<tr>
<td>NB6C**(KT120075)</td>
<td>Seed</td>
<td>OTU 4 (KT120075)</td>
<td>Bacillus weihenstephanensis</td>
</tr>
<tr>
<td>NB4L**(KT120090)</td>
<td>Leaf</td>
<td>OTU 5 (KT120090)</td>
<td>Yersinia bercovieri</td>
</tr>
<tr>
<td>NB4C**(KT120079)</td>
<td>Seed</td>
<td>OTU 6 (KT120079)</td>
<td>Stenotrophomonas chelatiphaga</td>
</tr>
<tr>
<td>NB4L**(KT120086)</td>
<td>Leaf</td>
<td>OTU 7 (KT120089)</td>
<td>Bacillus mycoides</td>
</tr>
<tr>
<td>NB4L**(KT120081)</td>
<td>Stem</td>
<td>OTU 8 (KT120081)</td>
<td>Yersinia sp.</td>
</tr>
<tr>
<td>NB4C**(KT120082)</td>
<td>Leaf</td>
<td>OTU 9 (KT120082)</td>
<td>Pantoea agglomerans</td>
</tr>
<tr>
<td>NB1H(KT120095)</td>
<td>Tassel</td>
<td>OTU 10 (KT120095)</td>
<td>Bacillus megaterium</td>
</tr>
<tr>
<td>NB10C**(KT120078)</td>
<td>Seed</td>
<td>OTU 11 (KT120078)</td>
<td>Pantoea dispersa</td>
</tr>
<tr>
<td>NB10C**(KT120097)</td>
<td>Tassel</td>
<td>OTU 12 (KT120097)</td>
<td>Yersinia sp.</td>
</tr>
<tr>
<td>NB1C**(KT120099)</td>
<td>Tassel</td>
<td>OTU 13 (KT120099)</td>
<td>Serratia marcescens</td>
</tr>
<tr>
<td>NB1C**(KT120088)</td>
<td>Leaf</td>
<td>OTU 14 (KT120088)</td>
<td>Bacillus cereus</td>
</tr>
<tr>
<td>NB2S**(KT120079)</td>
<td>Stem</td>
<td>OTU 15 (KT120079)</td>
<td>Stenotrophomonas sp.</td>
</tr>
<tr>
<td>NB10C**(KT120070)</td>
<td>Seed</td>
<td>OTU 16 (KT120079)</td>
<td>Bacillus cereus</td>
</tr>
<tr>
<td>NB10C**(KT120065)</td>
<td>Leaf</td>
<td>OTU 17 (KT120065)</td>
<td>Enterobacter cowani</td>
</tr>
<tr>
<td>NB1C**(KT120074)</td>
<td>Seed</td>
<td>OTU 18 (KT120074)</td>
<td>Stenotrophomonas sp.</td>
</tr>
</tbody>
</table>

Keywords: NBt ↔ non-Bt
Bt ↔ Bt (transgenic) maize
OTU, operational taxonomic unit
Figure 5: Clustering relationship between (a) endophytic isolates and (b) microbial genera and functional traits based on principal component analysis. (a) The distribution of endophytes isolated from Bt and non-Bt maize varieties at 50 and 90 days. Canonical correspondence analysis ordination diagram with endophytes isolated (circles = Bt 50 days, triangles = non-Bt 50 days, diamond = non-Bt 90 days, rectangles = Bt 90 days) and endophyte function variables (arrows). (b) The distribution of endophytes isolated in Bt and non-Bt maize varieties at 50 and 90 days. Canonical correspondence analysis ordination diagram with endophytes represented by various shapes (circles, triangles, squares, rectangles and diamonds) and endophyte function variables (arrows).

Figure 6: Total number of isolates which were shown to be potential nitrogen fixers in (a) 50-day-old maize isolates and (b) 90-day-old maize isolates.

Figure 7: Estimated indole acetic acid (IAA) production of Bt and non-Bt maize endophytes in (a) 50-day-old maize isolates and (b) 90-day-old maize isolates.
The phyllogenetic pattern of culturable endophytes obtained in the present study revealed that they belong to the phyla Firmicutes and Proteobacteria. This finding is in agreement with previous studies linking these bacterial phyla to maize.\textsuperscript{15-18} It has also been reported that, generally, Gamma- and Alphaproteobacteria are the dominant bacterial community inhabiting the phyllosphere, although the Firmicutes and Betaproteobacteria can also be present in large numbers. In this study, the dominant bacterial inhabitants were the Gammaproteobacteria and Firmicutes (Figures 3 and 4). The high density of endophytes on leaves compared to other plant parts might be because leaves have a large surface area and natural openings (stomata), allowing them to be the preferred point of tissue entry, as observed by Kumar and Hyde.\textsuperscript{27} Furthermore, it has been shown that different species are commonly found on multiple plant tissues and there are some with a preference for the leaves.\textsuperscript{16,19,44} This shows that there is a correlation between endophytes and plant parts harbouring them. In the present study, Bt and non-Bt maize cultivars harboured unrelated genera that are commonly found as maize endophytes such as \textit{Pantoea}, \textit{Bacillus}, \textit{Enterobacter}, \textit{Serratia}, \textit{Yersinia}, \textit{Stenotrophomonas}, \textit{Pseudomonas} and \textit{Acinetobacter} (Table 1).\textsuperscript{16,42} The results revealed the predominance of \textit{Bacillus} and \textit{Pantoea}, as well as the overall importance of all the isolated endophytes in plant growth processes. PCA clearly confirms that there is no differentiation between Bt and non-Bt maize. Endophyte functional diversity, which represents the capacity of microorganisms to perform different biological and ecological processes, is an important indicator of system disturbance and development. The PCA showed that the microbial community in the Bt and non-Bt maize at 50 days and at 90 days was not distinct.

Plant growth is sustained by the soil fertility state and a fertile soil is defined by the presence of important nutrients such as nitrogen, phosphorus and potassium.\textsuperscript{45} Although nitrogen fixation has always been associated with legumes, it has been shown that non-leguminous plants such as maize also benefit from nitrogen fixers.\textsuperscript{46} The most important constraint in maize production is low soil nitrogen, which contributes to a loss in production of about 30\%.\textsuperscript{42} Hence the presence of nitrogen fixers in the soil serves as a potential source of replacement for such loss. Furthermore, most of the potential nitrogen fixers in the rhizosphere have additional beneficial roles. For instance, in addition to their nitrogen-fixing capabilities, nitrogen fixers can also participate in root expansion, bioremediation and nutrient cycling.\textsuperscript{46,48,49} In the present study, the number of isolates with nitrogen-fixing capabilities for both maize varieties (Bt and non-Bt) increased significantly between the two developmental stages (Figure 5a). The PCA showed isolates with nitrogen-fixing capabilities for both maize varieties (Bt and non-Bt) clustered together (Figure 5a), with more isolates from the 90-day-old developmental stage. This probably occurs because more nitrogen is needed during maximum plant growth for reproduction purposes and as the plants continue to grow, available nitrogen becomes depleted.\textsuperscript{42} The genera which had significant influence in fixing atmospheric nitrogen were \textit{Bacillus} and \textit{Pantoea}.

IAA production by isolates was significantly higher at 50 days than at 90 days in both maize varieties. As shown in Figure 5a, only 50-day isolates of both maize varieties grouped together. The major reason for clustering or high IAA at 50 days appears to be associated with plant age because it is a growth hormone needed by the plants at an early stage for root development and stem growth regulation.\textsuperscript{45} Similarly, the same pattern was observed with regard to phosphate solubilisation and antifungal activity, with an increase in both functional traits associated with isolates at the 90-day developmental stage.

The results obtained in this study are important for both scientists and farmers, especially as they relate to different biotechnological applications. Globally, the ultimate goal of farmers is to cultivate maize of desirable traits. Important scientific information that indicates that Bt maize does not have negative impacts on the ecosystem will be welcomed. This information may in turn translate to improvements in acceptability and marketability of the maize being produced by the farmers, as well as the ability to invest in environmentally friendly fertilisation approaches (e.g. biofertiliser) which rely on microbial activities.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure8.png}
\caption{Phosphate efficiency of the bacterial isolates obtained from Bt and non-Bt maize plant shoots in (a) 50-day-old maize isolates and (b) 90-day-old maize isolates.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure9.png}
\caption{The effect of bacterial isolates on the growth of \textit{Fusarium verticillioides} 10025 as measured by percentage inhibition of the radial growth of the colony: (a) Isolates from 50-day-old maize and (b) isolates from 90-day-old maize.}
\end{figure}
A limitation of the study is the number of genotypes used as well as the sole use of a culture-based method. However, the culture-based approach was important in this study because it allowed us to assess the functional traits of the isolated bacterial endophytes (Figure 5b). In comparison, Mashiane et al. (2014) metagenomics analytical approach provided more information about the abundance and diversity of the bacterial endophytes.

In conclusion, we have demonstrated that maize phyllosphere harbours different types of bacterial endophytes but their composition is not affected by the Bt genetic modification of the maize plant. Similarly, functional roles of the bacterial endophytes are not affected by the genetic modification. However, there was a significant increase in endophyte density from the 50-day to the 90-day developmental stage, suggesting that developmental stages of both Bt and non-Bt maize could drive the composition of the endophytic bacterial community. The beneficial characteristics of the endophytic bacteria in this study are important in agriculture. Thus, further biotechnological investigation needs to be conducted under field conditions to confirm the efficiency of these bacterial isolates in nutrient cycling and plant protection.
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Developing and implementing policy for the mandatory labelling of genetically modified food in South Africa

Like many other countries, South Africa has come under public pressure to introduce mandatory labelling for genetically modified (GM) foods. Although there is increased understanding of the social and political implications of GM labelling in developed countries, implications for the Global South are still poorly understood. South Africa, as a country that consumes, produces and trades GM food, represents a fitting case study of these dimensions in the context of a developing economy. Via policy analysis, stakeholder interviews and document inquiry we offer an overview of the evolution of GM food labelling, investigate the central influences on its development and implementation, determine the critical issues and identify the factors impeding or facilitating implementation. Our findings reveal that many significant events and decisions influenced the policy on mandatory GM food labelling in South Africa. They also suggest that several pertinent and problematic issues arose during its development as a result of (1) the contentious nature of GM food labelling; (2) stakeholder opinions, influences, and conflicted positions; and (3) its practical complexity. Key implementation issues included divergent interpretations, and thus high levels of ambiguity; an inefficient National Consumer Commission; a lack of recourse for non-compliance; and the absence of a government-enforcement agency. Lower capacity in developing countries underscores the importance of a participation process that is believable by and inclusive of all actors. Stakeholders’ opinions about the policy development process were affected by their predetermined viewpoints about GM organisms (GMOs). Findings emphasise the significance of participatory processes of larger policy debates about the acceptability of GMOs, and the importance of contextualising GM food labelling policies within such debates.

Significance:

- The first review of the evolution of mandatory GM food labelling policy in South Africa is provided.
- A knowledge gap with regard to GM food labelling in developing countries is filled.
- The importance of procedural fairness in determining the degree of stakeholder satisfaction with policy decisions is revealed.

Introduction

The labelling of genetically modified (GM) food is regarded as one of the most disputed food issues of the 21st century. As the land under GM crops has grown – reaching over 185 million hectares in 2016 from its inception in 1996 – GM food has increasingly entered our food chains. Worldwide, there is ongoing controversy over genetic modification, alongside consumer concerns about the safety and risks associated with GM food, both to human and animal health, and to the environment. This controversy placed public pressure on the European Union to introduce the first labelling policies for GM food in 2003. Since then, numerous other countries have introduced and implemented labelling legislation, policies, regulations or requirements for GM food. The characteristics of these approaches and the degree to which they are implemented differ significantly. Some countries have opted for a voluntary labelling approach, with guidelines, while almost 40 other countries, South Africa included, have approved mandatory labelling requirements.

In a highly contested process, mandatory GM labelling was introduced in South Africa in 2009 through the Consumer Protection Act (No. 68 of 2008) (CPA), with associated regulations, which came into effect in 2011. Despite media attention there has been little research to explore the evolution of the policy process and its implementation. Moreover, although there is increased understanding of the social and political implications of GM food labelling in industrialised countries, those for countries of the Global South remain poorly comprehended. As a developing country that consumes, produces and trades GM food, South Africa is a fitting case study to fill this lacuna. We aim in this paper to provide an in-depth account of the development and implementation of GM food labelling policy in South Africa. As the policy’s progression was examined and assessed, contentious and problematic issues were identified. Our investigation of these pertinent issues of GM food labelling in a developing country context can be used to inform and equip other developing countries that are considering mandatory labelling of GM foods. Through the analysis, we set out to suggest various possible improvements to South Africa’s process of developing legislation by recommending that the government engage in best-practice participation for policy development.

Methodology

Policy development and implementation processes are complex and multifaceted and involve the participation of an array of stakeholders. To analyse these processes we used qualitative and quantitative research methods, framed around stakeholder perceptions. We collected, reviewed and analysed a range of relevant documents including emails, policy and legal documents, official government records, reports, press releases, newsletters,
website materials and organisational publications. Most documents were obtained from the Department of Trade and Industry (DTI) through a request in terms of the Promotion of Access to Information Act, No. 2 of 2000 (PAIA) for access to the records of public bodies. In total, 429 documents were received.

Document analysis was complemented by semi-structured interviews, specifically tailored for different stakeholder groups, to draw out more considered, in-depth and complex responses. More than 100 stakeholders were contacted, identified by their engagement in the policy and through snowball sampling. Of these, 27 in-depth interviews were conducted with representatives from different sectors of society. These included the biotechnology and food industry (15), government (9), non-governmental organisations (NGOs) (8), and the academic and scientific community (1). Interviews with stakeholders from consumer groups and trade unions were not conducted, as representatives from these two groups were not available. The stakeholders who were interviewed and are referenced throughout the paper (by superscript code) are listed in Table 1.

Table 1: Interviewed stakeholders

<table>
<thead>
<tr>
<th>Respondent code</th>
<th>Respondent organisation</th>
<th>Interview date</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACB1</td>
<td>African Centre for Biosafety; now the African Centre for Biodiversity</td>
<td>31 January 2013</td>
</tr>
<tr>
<td>ACB2</td>
<td>African Centre for Biosafety; now the African Centre for Biodiversity</td>
<td>25 March 2013</td>
</tr>
<tr>
<td>AFB</td>
<td>AfricaBio</td>
<td>20 March 2013</td>
</tr>
<tr>
<td>AGB</td>
<td>Agricultural Business Chamber</td>
<td>1 February 2013</td>
</tr>
<tr>
<td>BIOW</td>
<td>Biowatch SA</td>
<td>11 December 2012</td>
</tr>
<tr>
<td>CGC</td>
<td>Consumer Goods Council of South Africa</td>
<td>30 January 2013</td>
</tr>
<tr>
<td>DOH</td>
<td>National Department of Health</td>
<td>21 January 2013</td>
</tr>
<tr>
<td>DST</td>
<td>Department of Science and Technology</td>
<td>23 January 2013</td>
</tr>
<tr>
<td>H&amp;H</td>
<td>Hahn &amp; Hahn Inc. and Hahn &amp; Hahn Attorneys</td>
<td>26 March 2013</td>
</tr>
<tr>
<td>MON</td>
<td>Monsanto South Africa</td>
<td>25 January 2013</td>
</tr>
<tr>
<td>SAF1</td>
<td>South African Freeze Alliance on Genetic Engineering</td>
<td>8 November 2012</td>
</tr>
<tr>
<td>SAF2</td>
<td>South African Freeze Alliance on Genetic Engineering</td>
<td>8 November 2012</td>
</tr>
</tbody>
</table>

Questions were prepared and piloted prior to the interviews. These consisted of yes/no questions, choosing from lists, and ranking and rating. Topics ranged from knowledge of GM organisms (GMOs) in agriculture and GM food labelling to positions on GMOs in agriculture and on GM food labelling. Open-ended questions focused on policy development, implementation and compliance. Interview responses and document excerpts were analysed using coding and thematic analysis. Data were triangulated so as to verify sources and provide a comprehensive narrative of stakeholder participation. Participation was confidential and anonymous. Ethical clearance was obtained through the Faculty of Science Research Ethics Committee at the University of Cape Town (SFREC 37_2012).

Development of a regulatory framework for GM food labelling

South Africa has a history of strongly promoting modern biotechnology. Field trials for Bt cotton (referring to genes from the soil bacterium Bacillus thuringiensis which encode crystalline protein endotoxins that kill certain insect species) were first undertaken in 1992, followed by commercial plantings of GM cotton and maize. Eight years later, Bt white maize for human consumption (the staple food eaten by most South Africans) was commercialised. In 2016, South Africa planted 2.66 million ha of commercial GM crops. Three of these GM crop types were: maize (2.16 million ha, or 90% of the country’s production), soybean (494 000 ha, 95% of production) and cotton (9000 ha, 100% of production). GM canola may be imported as a commodity under a permit but may not be produced in the country. Commercially grown GM crops in South Africa, as in the rest of the world, comprise only two main traits: tolerance to the herbicide glyphosate, and pest resistance through incorporation of genes from Bacillus thuringiensis (Bt). Stacked traits, which combine two or more genes of interest into a single plant, are increasingly incorporated into GM seed, and maize in particular. Many South African consumers are unaware of the extent of GM crops in the country and of their own consumption of GM foods. Although a small group of NGOs and consumer groups began lobbying for mandatory labelling when commercial production of GM crops commenced in 1997, South Africa only started to make provision for GM food labelling in 2004 – seven years later.

Introduction of proposals for GM food labelling

In 2004, the DTI published a Green Paper on consumer policy, in which they proposed a new law to protect consumers and provided a first glimpse of proposals for GM food labelling. Voluntary labelling was subsequently introduced under the Foodstuffs, Cosmetics and Disinfectants Act, which required labelling if food differed significantly from its conventional (non-GM) counterpart in terms of nutritional composition, storage requirements, preparation or cooking, or if it contained an allergen or a human or animal gene. Two years later, the draft Consumer Protection Bill was released for comment, and included a clause requiring the mandatory labelling of GM ingredients. The draft Bill also made provision for product liability, in terms of which any producer, distributor or supplier would be liable for any damage caused by their product, including that which might arise from consuming GM food. The Bill was opposed by the Department of Agriculture, Forestry and Fisheries (DAFF) and the DOH, on the grounds that it would send out a confusing message to stakeholders. Concerns were also expressed about the cost of labelling and its impact on food prices, and the technical expertise required to ensure compliance. In response, the GM labelling clause was removed from the draft Bill in 2006, with a proposal to address policy issues under the Genetically Modified Organisms Act, No. 15 of 1997, and elsewhere. For the next two years, the South African Freeze Alliance on Genetic Engineering, an NGO network, campaigned to increase public awareness around GMO labelling, mobilising a wide range of organisations to lobby the DTI to reintroduce the labelling clause. The first version of the Consumer Protection Bill [B 19—2008] that was introduced in Parliament in May 2008 confirmed the exclusion of GM labelling and also rendered those producing GMOs exempt from any liability for potential damage. There were divergent stakeholder opinions as to why the labelling clause had been retracted. NGOs argued that a sudden turn of events had occurred, in which the industry had lobbied the Acting President to rescind the clause. The industry’s perspective was that GM labelling had never been envisaged for the CPA, and that the DTI, after consultation with industry members, believed it would be impractical to implement GM labelling and therefore withdrew it.
The labelling clause is removed from the CPB, with a proposal to address policy issues under the
Policy event
The first commercial GM crops are grown in South Africa. The Genetically Modified Organisms Act 15 of 1997 (GMO Act) is promulgated.
2004
Voluntary GM food labelling is introduced as Regulation 25 of 2004 under the Foodstuffs, Cosmetics and Disinfectants Act 54 of 1972, administered by the Department of Health. The Department of Trade and Industry publishes a Green Paper on consumer policy, proposing a new law to protect consumers.
March 2006
A labelling clause is introduced in the draft Consumer Protection Bill (CPB).
September 2006
The labelling clause is removed from the CPB, with a proposal to address policy issues under the GMO Act and elsewhere.
2008
A clause is introduced in the CPB that exempts producers or suppliers of GMOs from liability. A series of public hearings and provincial briefings follows.
April 2009
In response to concerns, the GM labelling clause is reinstated and the Consumer Protection Act 68 of 2008 (CPA) is promulgated requiring mandatory labelling for GM goods, ingredients or components in food. Liability is also addressed.
April 2011
The CPA comes into effect. Regulations are promulgated.
October 2011
Regulations governing the mandatory labelling of imported and locally produced GM foods come into effect, whereby goods, among other things, are defined as ‘anything marketed for human consumption’.
2011
An industry-aligned working group is established to help coordinate efforts and to interpret labelling regulations and compliance measures.
2012
The National Consumer Commission develops a task team to draft GMO labelling guidelines.
2011−2012
Non-governmental organisations (NGOs) lay complaints for non-compliance with regulations.
2012
The industry threatens litigation against NGOs.
October 2012
Draft amendments to the regulations are published for comment.
July 2014
The Department of Trade and Industry hosts a consultative conference.
2014−present
The public comment period is extended, but amendments to the regulations have yet to be finalised.

A series of public hearings and provincial briefings followed, with several provinces, particularly the Western Cape, arguing for the reinstatement of the clause. This engagement was largely thanks to the efforts of the South African Freeze Alliance on Genetic Engineering. Their widespread consumer awareness outreach programme had made an impact alongside their testing of several random food products, which showed relatively high percentages of GM content. The Congress of South African Trade Unions (COSATU), the country’s main trade union federation which forms part of the tripartite alliance alongside the governing African National Congress and the South African Communist Party, also presented its case in support of mandatory labelling. Without the support and influence from COSATU, GM labelling might well not have been included in the CPA.

In an about-turn, the promulgation of the CPA saw the reinstatement of the GM labelling clause, including mandatory labelling for GM goods, ingredients, or components in food. The controversial liability clause was also removed, with liability for any harm caused by a defective product, irrespective of any negligence, now placed at the door of the producer, importer, distributor or retailer of goods.

Justifying this change of direction, the DTI noted that there were ‘no substantial cost implications anticipated by introducing GMO labelling, as the Bill [did] not prescribe how labelling should be done’. Opposition from the DOH, Daff, the Department of Science and Technology (DST) and the food industry, remained, based on the cost of labelling and its impact on food prices, and the technical expertise required to ensure compliance. The reinstatement of the clause was considered a great achievement by advocacy organisations and consumers, and ‘a victory for consumer rights’.

Following a series of stakeholder workshops and an array of submissions, regulations were promulgated in 2011 to give effect to the law. These regulations provided for the mandatory labelling of imported and locally produced GM foods, whereby goods, among other things, were defined as ‘anything marketed for human consumption’.

Implementation of the Consumer Protection Act: 2011−2017

A third phase of stakeholder involvement began after promulgation of the regulations. This phase included establishment of an industry-aligned working group to help coordinate efforts and to interpret labelling regulations and compliance measures. Central concerns were to establish how to quantify the stipulated 5% GM content and to clarify and define what was meant by ‘contains at least 5% of GMOs’. The industry appeared unanimous on the matter, and lodged complaints with the National Consumer Commission (NCC), seeking clarity on implementation. Inundated with requests, the NCC referred the matter to the Minister of Trade and Industry and the NCC, together with an interdepartmental government task team (DOH, Daff, DST and DTI), planned to help the industry by publishing guidelines.

Implementation challenges led to very low compliance initially by industry, especially regarding maize. Two of South Africa’s largest retail chains – Pick ‘n Pay and Woolworths – were among those advised by the commissioner to place implementation on hold until full consideration had been given to the issue. In turn, consumers were urged by NGOs such as the African Centre for Biosafety to lay complaints with the NCC for the labelling of GM food. In 2012, the African Centre for Biosafety carried out tests on several food products, with
many testing positive for GMOs and with high levels of GM content – all were unlabelled. Biowatch South Africa achieved similar results that year, finding only one product with a compliant label. The four non-compliant companies were Neslè, Pioneer Foods (Bokomo), Futurelife and Premier Foods.

Considerable confusion arose about the scope and reach of the CPA. For example, the Consumer Goods Council of South Africa, on behalf of industry, sought clarity from the NCC on whether ‘the members must label only the four varietals of maize, cotton, soybean and rape seed (canola) according to the provisions, or is it the intention that they label even products of which these varietals are ingredients or components’? Receiving no response, the Consumer Goods Council of South Africa assumed that the NCC’s position to be that it would not enforce the Act as ‘clarity [had] not been reached and all loopholes [had] not been closed’. Furthermore, a task team appointed by the commission to ‘clarify all legal uncertainties and ambiguities, which may rise to interpretation problems’ remained uncertain. As such the Consumer Goods Council of South Africa advised its members not to label until they were given clarity.

Simultaneously, the African Centre for Biosafety and consumers lodged formal complaints with the NCC, after an undertaking to start labelling in the allotted time was breached by non-compliant companies. Several large food producers reacted by threatening legal action against the African Centre for Biosafety if claims confirmed that these companies were in contravention of the labelling law. Nestle and Pioneer Foods stated that they were ‘fully compliant’ and were ‘waiting the outcome of a meeting between the NCC and industry representatives for a ruling on the GM labelling legislation’. Premier Foods noted it would be ‘phasing in new packaging for its mealie-meal to include GM labels’.

Various stakeholders encountered obstacles with the NCC and blamed its failure on capacity, resource and capability constraints. A number of technical issues also thwarted effective implementation. For example, a discrepancy was noted between the terminology ‘genetically modified organism’ used in the regulations and ‘genetically modified ingredients or components of those goods’ in Section 24(6) of the Act. These proposed that all local and imported food products, including processed products, containing 5% or more GM ingredients or components must be labelled as ‘contains genetically modified ingredients or components’ to enable consumers to make informed choices. Numerous comments were received on the amendments, but to date the amended GM labelling regulations have not been finalised.

At present, the monitoring of the Act continues to rest largely on the shoulders of civil society organisations. While there is an increase in the number of food companies labelling products as GM, tests conducted on maize- and soya-based food products, including common maize meal and bread brands, reveal many labelling claims regarding percentage of GM content to be incorrect. Many of the tested products also remain unlabelled, with some containing high GM content.

**Discussion**

The chronology described above reveals the critical role played by different stakeholders in the policy process. Prominent stakeholders included the biotechnology and food industries, government, NGOs, academia, trade unions and consumer organisations. Each played a role in agro-food politics and policymaking, forming part of networks or alliances in which there were mutually understood interests and values. For the most part they reflected the conflicting positions of pro-GMO lobbyists, the anti-GMO network and other actors, such as those in government, who formed their own sets of alliances with these networks.

However, the polarisation of views and positions occurred not only between industry, researcher and NGO interest groups, but also between certain government departments, which in turn created difficulties in reaching a consensus. A central tension arose between a policy position supporting voluntary labelling and limited liability for those manufacturing GM foods, versus one advocating mandatory labelling. Although the liability clause was later amended, the challenges of implementing mandatory labelling and a lack of clarity about the scope and reach of the CPA presented a further set of issues, accompanied by low levels of compliance by industry.

**Consultation or active participation?**

The question remains as to whether the process was inclusive, fair and consultative, or exclusive, unfair and conflictual. The complex, dynamic, uncertain and multiscalar nature of today’s environmental problems, as well as the various stakeholders and organisations they affect, calls for flexible and transparent decision-making that embraces a diversity of knowledge and values. Consequently, stakeholder participation has gradually become more entrenched in environmental decision-making, across national and international policies. Policies which have successfully incorporated a stakeholder guided approach to their development, especially those intended to protect the environment and public interests, hold important lessons for GM labelling in South Africa.

Rowe and Frewer describe a typology of stakeholder engagement focused on the ‘nature’, instead of the ‘degree’, of participation. This defines different forms of public engagement by the way in which ‘communication migrates’. Collecting or soliciting input from participants is deemed ‘consultation’, while ‘active participation’ is seen as a two-way communication, with information exchanged through dialogue or bargaining.

In the GM labelling process, document analysis reveals that the term ‘consultation’ was used repeatedly by stakeholders, and refers to the gathering of information during the public hearings and providing comments on published drafts. Other more participatory mechanisms used included workshops, meetings and conferences, which opened up spaces for dialogue and more meaningful interaction. Innes and Booher asst that involving stakeholders to ‘jointly recommend regulations’, as in this case, is part of a collaborative participation process. Rowe and Frewer call it ‘active participation’. Active participation implies a process that is inclusive of stakeholders and places dialogue at the centre, rather than one that merely produces comments on already set-down proposed regulations. We can conclude that both consultation and active participation mechanisms – with open dialogue and two-way information exchange – were used by the government, through the DTI, during the participation process in developing policy governing the labelling of GM foods.

**Inadequate representation**

It is well recognised that the full range of stakeholders should be represented in policy development to lessen the probability that those on the ‘periphery of the decision-making context or society are marginalised’. This full range was not realised during the development of the mandatory labelling policy, with inadequate representation of farmer organisations and consumer groups. As noted by Parkins and Mitchell, such exclusions can well weaken such a process. In addition, representation in the process was restricted to a reduced set of interests comprising industry, government and NGOs that held a stake in and/or had knowledge of GM food labelling and dominated the policy space.

An interesting exception was the mobilisation of public interest NGOs to represent the diffuse and under-represented interests of consumers, and to ensure that there was a balance of lay versus expert participation. As noted by Aerni, the involvement of public interest groups in protest events – attracts the attention of the mass media and build[s] up public pressure on politicians to respond to [their] concerns. Clearly, public opinion can influence and shape politics in developing countries such as South Africa, although, as Aerni argues, it may well be the ‘opinion of academic, political, economic and traditional elites rather than the public at large that matters in such elite democracies’. In Kenya, for example, the food industry and politicians dominated the policy space by opposing new mandatory labelling regulations, cautioning that such labelling could raise food prices and reduce food security in the country.
Perceived fairness polarised

Herian et al.38 confirm that citizens who are given information about public participation procedures during policy development perceive the process to be fairer. If the participatory mechanisms used are believed to be ‘transparent and consider [all the] conflicting claims and views’, this could then boost ‘public trust in decisions and civil society’.47(p.2420)

In the case of GM labelling in South Africa, interesting schisms developed between NGOs and the industry, and, significantly and unusually, between government departments themselves. For example, the DOH and the DST, as well as the industry, distrusted the DTI, believing the process had not always been transparent, and that their views and input had not been considered. The weak and even dissonant relationships between the industry and the DTI, as well as between the DTI and other government departments, added to perceptions that the policy process had been unfair. NGOs, in contrast, perceived the process to have been transparent, for the most part, as they believed that they had been ‘listened’ to, and that their views and inputs had been considered. This belief enhanced trust in decisions and policymakers.47

While it is clearly important for public participation processes to be fair, transparent and inclusive, it is telling that perceptions of procedural fairness were limited to policy outcomes, rather than the policy process itself. This suggests that if schisms on controversial issues such as GMOs are not resolved prior to policymaking, then participatory measures in developing policies are doomed to fail from the start.

Towards improved policy development

Given the contested nature of GM food labelling, it is appropriate to ask what approaches might have worked better. A more deliberative democratic participatory policy process might have transformed the adversarial relationships between stakeholders. Many stakeholders, for example, reported experiencing consultation fatigue, because of perceptions that their involvement was ineffectual and had limited capacity to ‘influence decisions’.47(p.2420) The consultations were believed to be ‘talk shops’, which produced uncertainty and hindered definite activity.47(p.2420) The conflict between certain stakeholders obstructed authentic participation and discussion and resulted in ambiguity and delayed decisive collective action or consensus.

Democratic participation, as observed by Parkins and Mitchell43, is where participation is restricted to ‘voting and where public deliberation is severely limited to issue “sound bites” and popularity contests’55(p.430), which occur, for example, during public hearings. Under such circumstances, greater attention could have been given to creating deliberative spaces that deepened the discourse, improved the quality of decisions and produced concepts and knowledge that enhanced both expertise and understanding. As noted by Chambers (2003, cited in Parkins and Mitchell43), deliberative democratic participation offers and solicits debate and dialogue that can bring about rational, knowledgeable views, in which the participants are prepared to amend preferences in view of ‘discussion, new information, and claims made by fellow participants’.55(p.330) By offering a collaborative and deliberative democratic participatory process, the DTI could have provided an opportunity for meaningful stakeholder debate, personal reflections and an exchange of informed stakeholder opinion – an approach that could have transformed adversarial relationships between the stakeholders. An alternative and more cynical view is that any process would have met with resistance, and that stakeholders would not be willing to negotiate their positions and interests and identify common objectives, thereby conflictual relationships will not be transformed.

There were certainly elements of the process that could have been improved. For example, the DTI could have replaced their ‘tool-kit approach’, which stresses picking the applicable tools for the task, with a method that looks at participation as a process. This approach might have taken into account how to involve relevant stakeholders, the most suitable time to do so, and approaches for stakeholders to ‘fairly and effectively shape environmental decisions’.47(p.2420) Best-practice participation can ensure that stakeholders have the power to influence policy decisions and have the technical competence to engage effectively.47(p.2420)55 This issue is relevant to both developed and developing economies, which share poor knowledge about GMOs, but is likely exacerbated in a developing country context with low levels of literacy.57 In this regard, efforts could be made to educate stakeholders, and develop their understanding and confidence.

Early interventions prior to the setting of policy, which could include one-on-one interactions, and active in-depth engagement between stakeholders and policymakers, would certainly help to strengthen the process, both through its design and stakeholder involvement. As noted by Reed47, if participatory processes are to bring about ‘high quality and durable decisions’, then stakeholder engagement from the very start of the process is critical.16,57 A stakeholder analysis is an important first step to methodically identify and represent those actors relevant to the decision-making processes.47,57 The level of participation in the analysis should extend to active engagement in which there is a two-way transfer of information between stakeholders and policymakers.47

Conclusions

Stakeholders have a democratic right to participate in environmental decision-making, such as the policymaking process of mandatory GM food labelling in South Africa, as this policy could affect their everyday lives. At present, the CPA mandates the labelling of all GM foods in South Africa, because of a belief that a policy is needed to protect the rights of consumers. The findings of this paper, which are in line with Herian et al.39,51, show that perceptions of procedural fairness among stakeholders are a strong predictor of satisfaction with policy decisions. Similarly, the extent to which positions are accommodated influences perceptions on procedural fairness. Those that lobbied for labelling – NGOs and consumers – largely believed the process to be fair and inclusive, as well as consultative, although this view changed when their interests were not addressed. In a similar vein, those stakeholders against labelling – the industry, DAFF, DOH and DST – perceived the process to be fair when their point of view was accommodated, but unfair and exclusive, and the DTI’s activities to be unacceptable, when their positions were not incorporated. Lower levels of capacity in developing countries, both with regard to the technical considerations of GM crops and the implementation of labelling legislation, underscore the importance of a public participation process that is believable by and inclusive of all actors. Our findings also emphasise the need to resolve larger policy questions regarding the adoption or rejection of GMOs, before the start of the participatory process.
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