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We applied different modelling techniques to six data sets from different disciplines in the industry, 
on which predictive models can be developed, to demonstrate the benefit of segmentation in linear 
predictive modelling. We compared the model performance achieved on the data sets to the performance 
of popular non-linear modelling techniques, by first segmenting the data (using unsupervised, semi-
supervised, as well as supervised methods) and then fitting a linear modelling technique. A total of 
eight modelling techniques was compared. We show that there is no one single modelling technique 
that always outperforms on the data sets. Specifically considering the direct marketing data set from 
a local South African bank, it is observed that gradient boosting performed the best. Depending on the 
characteristics of the data set, one technique may outperform another. We also show that segmenting the 
data benefits the performance of the linear modelling technique in the predictive modelling context on all 
data sets considered. Specifically, of the three segmentation methods considered, the semi-supervised 
segmentation appears the most promising.

Significance:

• The use of non-linear modelling techniques may not necessarily increase model performance when data 
sets are first segmented. 

• No single modelling technique always performed the best. 

• Applications of predictive modelling are unlimited; some examples of areas of application include 
database marketing applications; financial risk management models; fraud detection methods; medical 
and environmental predictive models. 

Introduction
Predictive modelling is the general concept of building a model that is capable of making predictions by predicting 
a target variable based on various explanatory variables. Specifically in this paper, the target variable will be binary, 
i.e. there are only two possible outcomes. 

The number of modelling techniques available in predictive modelling is extensive.1 These techniques can be split 
into linear and non-linear modelling techniques. Linear modelling techniques assume a linear relationship between 
the target variable and each explanatory variable. Linear modelling techniques are typically easier to understand 
and very transparent. For these reasons, linear modelling techniques are the most used techniques in industry. 
However, linear modelling techniques may in some cases perform worse in terms of model performance and 
may be less robust as a result of the linearity assumption made. In this paper, we show that, by first segmenting 
the data, linear modelling techniques can perform just as well (and sometimes better) than popular non-linear 
modelling techniques. 

Non-linear modelling techniques, on the other hand, are typically more complex and do not assume a linear 
relationship between the target variable and each explanatory variable. Non-linear modelling techniques are not as 
transparent but usually more robust and sometimes perform better in terms of model performance.2 

In the process of determining how well a predictive modelling technique performs, the lift of the model is 
considered, where lift is defined as the ability of a model to distinguish between the two outcomes of the target 
variable.3 There are several ways to measure model lift and in this paper Gini coefficient was chosen. 

Segmentation of the data that are used for predictive modelling is a well-established practice in the industry.4-6 The 
ultimate goal of any segmentation (in the predictive modelling context) is to achieve more accurate, robust and 
transparent models.6 Segmentation is defined as the practice of classifying (or partitioning) data observations into 
distinct groups or subsets with the aim of developing predictive models on each of the groups separately, in order 
to improve the overall predictive power. 

Two main streams of statistical segmentation exist in the industry, namely unsupervised and supervised 
segmentation.7,8 Unsupervised segmentation7 focuses on the explanatory variables in the models, whereas 
supervised segmentation8 focuses on the target variable. We also used a third stream, combining both aspects, 
called semi-supervised segmentation, as developed in a recent PhD thesis.9

The main objective of this paper was to compare the model performance when first segmenting the data before 
fitting a linear modelling technique to the model performance of popular non-linear modelling techniques that 
may not require segmentation. Of the three methods of segmentation that were compared, semi-supervised 
segmentation looks the most promising overall. 
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Modelling techniques
Linear modelling technique
The most common linear modelling technique is linear regression; 
however, when modelling a binary target variable using linear regression, 
two problems arise.2 The first problem is that one of the assumptions 
underlying the linear regression model does not hold, namely normally 
distributed error terms. The second problem is that in linear regression, 
no bounds are on the target variable, whereas with a binary target 
variable, the target variable is restricted to two outcomes. To overcome 
these problems, logistic regression is used (by combining linear 
regression with a specific bounding function), which is sometimes 
referred to as the logit transformation10, i.e. the log of the odds of the 
probability of the target variable. 

Technical specifications
SAS software’s Proc Logistic was used with default settings with the 
addition of using stepwise selection as a subset selection criterion. Note 
that this means that the final regression analysis does not use all of the 
explanatory variables, but selects a subset of variables that explains the 
target variable in the most efficient way.

Three methods of segmentation
We first segmented the data before fitting a logistic regression to the 
data. As mentioned, two main streams of statistical segmentation 
exist in the industry: unsupervised and supervised segmentation.7,8 
Unsupervised segmentation7 focuses on the explanatory variables in 
the models to be developed and does not take the target variable into 
account; a popular example of unsupervised segmentation is clustering. 
Supervised segmentation focuses on the target variable; a popular 
example of supervised segmentation is the decision tree. 

Both these streams make intuitive sense depending on the application 
and the requirements of the models developed11 and many examples exist 
in which the use of either technique has improved model performance12. 
However, both these streams focus on a single aspect (i.e. either target 
separation or independent variable distribution) and combining both 
aspects might better deliver. This approach is explored in Breed et al.13 
and described in more detail in a recent PhD thesis9 and was used as 
the third segmentation method. This specific technique uses k-means 
clustering to measure the independent variable distribution and uses 
information value to measure target separation. A supervised weight is 
defined to measure the balance between the two aspects.13 This algorithm 
is thus called SSSKMIV to indicate semi-supervised segmentation as 
applied to k-means using information value. The implementation of this 
algorithm is quite complex and the detail can be found in Breed9.

Technical specifications
All three segmentation methods were implemented in SAS. The detail 
of the technical specifications (e.g. the optimal number of segments, 
the weight parameters in SSSKMIV, the optimal value of k in the k-mean 
algorithm, heuristic example) can be found in Breed9. 

Non-linear modelling techniques
For the non-linear modelling techniques, we used: neural networks; 
support vector machines; memory-based reasoning; decision trees 
(used here as the final model, not as segmentation) and gradient 
boosting (which is a boosting variation of random forests). 

Technical specifications
The results of the non-linear modelling techniques were obtained through 
SAS Enterprise Miner software using specific nodes. Nodes are tools in 
SAS Enterprise Miner that implement, for example, different modelling 
techniques.14 By using the default settings in SAS Enterprise Miner, 
the benefits of most techniques were utilised (e.g. subset selection is 
automatically done and complexity is automatically optimised).

Neural networks (also known as multilayer perceptrons) are often 
regarded as mysterious and powerful predictive tools, but on closer 

inspection the most typical form of a neural network is just a regression 
model with a flexible addition. The power of this addition must not be 
underestimated and enables the neural network to model virtually any 
relationship between the explanatory variable and the target variable.14 
Neural networks have been researched since the early 1940s15 and are 
very well known in the predictive modelling field today. 

Technical specifications
The AutoNeural Node of SAS Enterprise Miner software was used with 
default settings. 

Support vector machines were introduced in the 1990s and are 
considered to be relatively new (compared to other well-known modelling 
techniques).16 Support vector machines have been researched quite 
extensively over the last number of years.17-19. They predict a binary 
target by maximising the margin between the two outcomes through 
hyperplanes; more detail can be found in Meyer and Wien19. 

Technical specifications
The Enterprise Miner SVM (support vector machine) node was used 
with default settings, with one exception: the estimation method was set 
to least squares support vector machine as opposed to decomposed 
quadratic programming, as this setting failed to find a conclusive result 
on one of the six data sets (the claim prediction data set). 

Memory-based reasoning uses k-nearest-neighbour principles to 
classify observations in a data set. When a new observation is evaluated, 
the algorithm allows the k-nearest observations of the development 
set to ‘vote’ regarding that observation’s classification (their votes are 
based on the values of their target variables). These votes then represent 
the probabilities of the new observation belonging to that specific 
target value. 

Technical specifications
The memory-based reasoning node was used with the default settings 
provided by the SAS Enterprise Miner software. 

Decision trees are simple classifiers that produce prediction rules that 
are easy to interpret and apply and are commonly referred to as CART 
(classification and regression trees). For this reason they are also quite 
popular in the industry.4 Note that usually decision trees are used to 
segment data as an example of supervised segmentation, but here 
decision trees are used for predictive modelling. 

Technical specifications
The decision tree node in SAS Enterprise Miner was used. Two changes 
were made to the default settings. The splitting criterion for nominal input 
variables was changed from chi-squared probability to Gini, as the Gini 
is the measure we used for model performance in this paper. In addition, 
the number of branches or subsets that a splitting rule can produce was 
increased to six, which allows results that are more granular. 

Gradient boosting draws its concept from the greedy decision tree 
approach proposed by Friedman20. The algorithm creates a number 
of small decision trees on the development set, and these trees are 
combined to produce the model’s output. The technique can be linked 
to the techniques used in random forests21 in that a number of different 
trees are developed7. 

Technical specifications
The gradient boosting node was used with its default setting in 
Enterprise Miner.

Model performance
In order to compare the model performance, each data set was first 
divided into two equal sets to form a development and a validation set. 
The development set, sometimes referred to as the training data, is used 
to develop the predictive models, whilst the validation set, alternatively 
known as the holdout data, is used to test the lift in model performance 
as measured by the Gini coefficient (hereafter lift).5 The Gini coefficient 
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therefore quantifies the ability of the model to differentiate between the 
two outcomes of the target variable.3 Obviously many other performance 
measures could have been used. The Gini coefficient is one of the most 
popular measures to use in retail credit scoring4-6 and has the added 
advantage that it is a single number3.

The development set and validation set were randomly sampled with 
even sizes (i.e. 50% each). Although the norm is to usually use larger 
samples for the development set (70–80%, resulting in a 20–30% 
validation set), the validation Gini is used in this paper as the ultimate 
measure of success, and the larger validation set size of 50% was 
therefore preferred to ensure the Gini coefficients are not affected by 
low sample size. 

In order to measure the combined Gini of the segmented models on the 
validation set, the predicted probabilities of all segments were combined, 
and the Gini was calculated on the overall, combined set. 

In summary, the eight modelling techniques are shown in Table 1. 

Data sets
The modelling techniques described above were compared on six 
different data sets. All explanatory variables were standardised (i.e. 
by subtracting the mean and dividing by the standard deviation). 
Standardising data is a data pre-processing step applied to variables 
with the aim of scaling variables to a similar range. 

The first data set (‘direct marketing’) analysed was obtained from one 
of South Africa’s largest banks. The data set contains information about 
the bank’s customers, the products they have with the bank, and their 
utilisation of and behaviour regarding those products. The target variable 
was binary: whether or not the customer responded to a direct marketing 
campaign for a personal loan. This data set contains 24 explanatory 
variables and 4720 observations. 

The second data set (‘protein structure’) was obtained from the UCI 
Machine Learning Repository22 and contains results of experiments 
performed by the Protein Structure Prediction Centre23 on the latest 
protein structure prediction algorithms. These experiments were labelled 
the ‘Critical Assessment of Protein Structure Prediction’ experiments.24 In 
computational biology, a persistent challenge is the prediction of tertiary 
structures of proteins.25-29 Proteins assume three-dimensional tertiary 
structures and are therefore complex in nature. Structures are further 
influenced by a number of physico-chemical properties which further 
complicates the task of accurate prediction.30 Protein structure prediction 
algorithms are algorithms that attempt to predict the tertiary structure 
of proteins.26 These prediction algorithms have been refined over a 
number of years31-34, but will still deviate when compared to samples 
of actual, experimentally determined structures. One way of measuring 
such deviations is through the root-mean-square-deviation.26,27,35 Note 
that the protein structure prediction algorithms are in no way related 
to predictive modelling as defined in this paper, as they are specific to 
the field of protein assessment. The protein structure data set contains 

various physico-chemical properties of proteins, and the target variable 
is based on the root-mean-square-deviation measurement, indicating 
how much the predicted protein structures deviate from experimentally 
determined structures. The binary target used was whether or not the 
root-mean-square-deviation had exceeded a certain value (7.5). Our 
goal was therefore to determine what physico-chemical properties 
cause protein structure prediction algorithms to deviate more than the 
norm from experimentally determined protein structures. This data set 
contains nine explanatory variables and 45 730 observations. 

The third data set (‘credit application’) was obtained from the Kaggle 
website (www.kaggle.com).36 The data set is publicly available, and 
was used in a competition called ‘Give me some credit’, which ran from 
September to December 2011. The data set contains 10 characteristics 
of customers who applied for credit, and the target variable is binary, 
indicating whether or not the customer experienced a 90-day or longer 
delinquency. The data set is used in a number of studies covering various 
areas of predictive modelling.37-40 All missing values (indicated by a ‘NA’ 
value) were substituted with a value of zero. 

The fourth data set (‘wine quality’) was obtained from the UCI Machine 
Learning Repository.22 The data comprise physico-chemical properties 
of wines that are extracted through analytical tests that can be easily 
performed on most wines. The data set was collected between May 2004 
and February 2007.41 The target variable was derived from a score 
between 0 and 10 which indicates the quality of the wine as scored by 
tasting experts. The binary target variable used for this analysis was 
whether or not the score was greater than 6, thereby indicating a great 
quality wine (only 20% of the wines scored greater than 6). The repository 
consisted of two data sets – one for white wines and one for red wines. 
For the purposes of this exercise, the two data sets were combined. The 
data set has 11 explanatory variables and 6497 observations.

The fifth data set (‘chess king-rook vs king’) is based on game theory 
and was obtained from the UCI Machine Learning Repository.22 The 
data set is an ‘Endgame database’, which is a table of stored game 
theoretic values for the legal positions of the pieces on a chessboard. 
In this endgame, first described by Clarke42, the white player has both 
its king and its rook left, whilst the black player only has its king left – it 
is widely known as the ‘KRK endgame’ and is still the focus of many 
studies43-45. The database stores the positions of each piece as well 
as the number of moves taken to finish the game from those positions 
assuming minimax-optimal play (black to move first). The target variable 
is binary, and indicates whether the game will be completed within 
12 moves or less. Minimax-optimal play is an algorithm often used by 
computers to obtain the best combination of moves in a chess game 
and is based on the minimax game theory introduced by Neumann46. 
More information on this can be found in a number of texts, for example 
see Casti and Casti47 and Russell and Norvig48. To the 6 explanatory 
variables another 12 derived variables were added (row distances, 
column distances, total distances and diagonal indicators). This data set 
contains 28 056 observations.

Table 1: Eight modelling techniques

Linear/non-linear Modelling technique Segmentation method used Detailed description of modelling technique

Linear modelling technique Logistic regression

Unsupervised Unsupervised segmentation (k-means) with logistic regression

Semi-supervised Semi-supervised segmentation (SSSKMIV) with logistic regression

Supervised Supervised segmentation (decision trees) with logistic regression

Non-linear modelling techniques

Neural networks

No segmentation

Neural networks (AutoNeural Node in SAS Enterprise Miner)

Support vector machines Support vector machines (SVM node in SAS Enterprise Miner)

Memory-based reasoning Memory-based reasoning (MBR node in SAS Enterprise Miner)

Decision trees Decision trees (Decision Tree node in SAS Enterprise Miner)

Gradient boosting Gradient boosting (Gradient Boosting node in SAS Enterprise Miner)
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The sixth data set (‘insurance claim’), also obtained from the Kaggle 
website36, contains information about bodily injury liability insurance. 
The competition was named ‘Claim Prediction Challenge (Allstate)’ and 
concluded in 2011. The binary target was whether or not a claim payment 
was made. The independent variables have been hidden, but according 
to the website, the data set contains information about the vehicle to 
which the insurance applies as well as some particulars about the policy 
itself. The data set itself has many observations (7.75 million), but 
events are rare (probability of occurrence around 1%). In order to reduce 
unnecessary computation time, the data set was therefore oversampled, 
which increased the event rate to around 33% (total observations on 
14 782) with 12 explanatory variables. Oversampling in cases in which 
events are rare is a common technique applied in the industry.49-51

Results
Eight modelling techniques were compared using all six data sets. 
We compared the model performance achieved on linear modelling 
techniques (when first segmenting the data) to the accuracy of popular 
non-linear modelling techniques. 

Table 2 summarises the performance of the modelling techniques when 
applied to the ‘direct marketing’ data set (as measured by the Gini 
coefficient calculated on the validation set). The gradient boosting technique 
achieved the best result on this data set, with decision tree segmentation 
running a close second. Neural networks could not converge to a model 
without overfitting, and the resulting Gini on the validation set is therefore 
effectively equal to zero. What can be seen additionally from Table 2 is that 
segmentation-based techniques take in positions two through to four as 
ranked by the Gini coefficient on the validation set.

Table 2: Direct marketing data set: Comparison of performance

Modelling technique
Best Gini 
obtained

Rank

Unsupervised segmentation (k-means) with logistic 
regression

27.11% 4

Semi-supervised segmentation (SSSKMIV) with logistic 
regression

27.89% 3

Supervised segmentation (decision trees) with logistic 
regression

33.70% 2

Neural networks 0% 8

Support vector machines 24.46% 5

Memory-based reasoning 21.95% 7

Decision trees 22.94% 6

Gradient boosting 35.31% 1

Table 3 summarises the Gini results of the various techniques as applied 
to the data set on ‘protein tertiary structures’. As evidenced by the table, 
the ranking order of the techniques is completely different from the order 
seen in Table 2. As a start, gradient boosting ranks third from the bottom, 
at number six. The technique that achieves the best results in this case 
is memory-based reasoning. In Table 2, memory-based reasoning was 
ranked at position seven. The best-ranked segmentation-based technique 
for this data set is SSSKMIV in position two. 

Table 4 shows that, for the ‘credit application’ data set, neural networks 
outperform all other techniques. In Tables 2 and 3, neural networks 
ranked last each time. However, in this case the structure of the data set 
evidently suited the technique well.

Similar to what was seen in Table 2, segmentation-based techniques take 
up positions two to four for this data set, with supervised segmentation 
(decision trees) performing best. At this point, a trend is emerging that 

segmentation-based techniques may not always render the best results, 
but seem to deliver results that are consistently amongst the top.

Table 3: Protein tertiary structures data set: Comparison of performance

Modelling technique
Best Gini 
obtained

Rank

Unsupervised segmentation (k-means) with logistic 
regression

66.88% 4

Semi-supervised segmentation (SSSKMIV) with logistic 
regression

70.37% 2

Supervised segmentation (decision trees) with logistic 
regression

66.43% 5

Neural networks 47.32% 8

Support vector machines 57.04% 7

Memory-based reasoning 80.33% 1

Decision trees 69.17% 3

Gradient boosting 57.89% 6

Table 4: Credit application data set: Comparison of performance

Modelling technique
Best Gini 
obtained

Rank

Unsupervised segmentation (k-means) with logistic 
regression

63.11% 4

Semi-supervised segmentation (SSSKMIV) with logistic 
regression

66.25% 3

Supervised segmentation (decision trees) with logistic 
regression

70.89% 2

Neural networks 72.20% 1

Support vector machines 31.47% 8

Memory-based reasoning 43.80% 7

Decision trees 48.41% 6

Gradient boosting 53.96% 5

Table 5 shows that for the ‘wine quality’ data set, segmentation-based 
techniques occupy the top two positions, with supervised segmentation 
(decision trees) in position four. The results are generally very close, 
with only decision trees and support vector machines not doing 
particularly well. 

Table 6 shows that decision trees are best suited for the non-linear 
nature of the chess king-rook vs. king data set. This data set is the first 
for which segmentation-based techniques fail to be among the top two 
techniques, with supervised segmentation (decision trees) in third place. 

Table 7 shows the results of the last data set to be analysed – the 
‘insurance claim prediction’ data set. It can be seen from the table that 
the first two positions are again held by segmentation-based techniques, 
with SSSKMIV achieving the best results. The best non-segmentation-
based technique is gradient boosting in position three followed by 
unsupervised k-means segmentation. The Gini coefficients for this 
application are low, so the relative difference between the 15.18% 
obtained by SSSKMIV and the 12.92% of gradient boosting is quite high. 
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Table 5: Wine quality data set: Comparison of performance

Modelling technique
Best Gini 
obtained

Rank

Unsupervised segmentation (k-means) with logistic 
regression

67.21% 1

Semi-supervised segmentation (SSSKMIV) with logistic 
regression

66.97% 2

Supervised segmentation (decision trees) with logistic 
regression

66.50% 4

Neural networks 66.64% 3

Support vector machines 59.66% 8

Memory-based reasoning 66.10% 5

Decision trees 60.86% 7

Gradient boosting 63.34% 6

Table 6: Chess king-rook vs. king data set: Comparison of performance

Modelling technique
Best Gini 
obtained

Rank

Unsupervised segmentation (k-means) with logistic 
regression

86.95% 5

Semi-supervised segmentation (SSSKMIV) with logistic 
regression

86.60% 6

Supervised segmentation (decision trees) with logistic 
regression

88.34% 3

Neural networks 25.47% 8

Support vector machines 74.81% 7

Memory-based reasoning 90.63% 2

Decision trees 93.34% 1

Gradient boosting 87.25% 4

Table 7: Insurance claim prediction data set: Comparison of performance

Modelling technique
Best Gini 
obtained

Rank

Unsupervised segmentation (k-means) with logistic 
regression

12.92% 4

Semi-supervised segmentation (SSSKMIV) with logistic 
regression

15.19% 1

Supervised segmentation (decision trees) with logistic 
regression

13.72% 2

Neural networks 10.22% 5

Support vector machines 10.06% 6

Memory-based reasoning  9.39% 7

Decision trees  8.69% 8

Gradient boosting 12.92% 3

Conclusions
Although it was not the focus of this paper to do an exhaustive com-
parison of modelling techniques, we provide an overview of how some 
of the more popular non-linear techniques perform when compared to 
segmented linear regression. Perhaps because of the diverse nature of 
the data sets used in this paper, it was interesting to see that no single 
technique dominated the top position. The Gini coefficients on the 
validation set of eight modelling techniques were compared. Specifically 
when considering the data from a local South African bank, gradient 
boosting performed the best. What was also clear was that the three 
segmentation-based techniques explored always performed well on 
all six data sets, even though other techniques demonstrated some 
significant inconsistency. Table 8 summarises the best performing 
technique for each data set. In addition, the table also shows the 
position, or rank, of the best performing segmentation-based technique. 
The consistency is clear from the fact that these three segmentation-
based techniques usually take either position one or two, with only a 
single third place.

Table 9 provides another view on the consistency of the segmentation-
based techniques. The table provides the average rank of each technique 
(calculated over all six data sets). The table was sorted from lowest 
average rank to highest average rank. As expected, the segmentation-
based techniques do very well, taking the first three positions. SSSKMIV 
is rated first with an average rank of 2.8.

Table 8: Summary of results of alternative techniques compared to seg-
men tation-based technique

Data set Best technique
Position of best 

segmentation-based 
technique

Direct marketing Gradient boosting 2

Protein tertiary 
structures

Memory-based 
reasoning 

2

Credit application data Neural networks 2

Wine quality
Unsupervised 
segmentation (k-means) 
with logistic regression

1

Chess king-rook vs. king Decision trees 3

Insurance claim 
prediction

Supervised segmentation 
(decision trees) with 
logistic regression

1

Table 9: Average ranking position of modelling techniques over all six 
data sets

Modelling technique
Average 

rank

Semi-supervised segmentation (SSSKMIV) with logistic regression 2.8

Supervised segmentation (decision trees) with logistic regression 3.0

Unsupervised segmentation (k-means) with logistic regression 3.7

Gradient boosting 4.2

Memory-based reasoning 4.8

Decision trees 5.2

Neural networks 5.5

Support vector machines 6.8
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We conclude that the SSSKMMIV algorithm (semi-supervised segmen-
tation method), although not always outperforming unsupervised and 
supervised methods, can be a valuable tool to improve segmentation 
for predictive linear modelling, and does in many cases provide better 
segmentation than the traditional segmentation methods. The benefit of 
segmentation was also clearly illustrated in the six data sets used. We 
showed that the use of non-linear models might not be necessary to 
increase model performance when data sets are first segmented. 
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